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Preface 

Ueriving entertainment and availing a variety of multimedia services via 
home-computers/laptops or mobile devices, have become commonplace for In­
ternet users in this modern era. Growing high-speed networking technology 
coupled with the development of ultra-speed multimedia high-end machines 
facilitates the notion of rendering such media services at attractive costs. Net­
work based multimedia services attempt to render best effort services at cheaper 
prices. For instance, a video rental store allows users to rent video cassettes, 
CDs/DVDs at a fixed price. In contrast, a networked multimedia service (NMS) 
allows a user to surf through a range of collections and obtain the desired con­
tent, without having to satisfy timing, or physical location restrictions. Fur­
thermore, a user need not even be confined to a specific location, but could 
be roaming with a mobile device. Modern Video/Movie-on-Demand (V/MoD) 
services even allow complete interactivity by supporting functionality that in­
cludes variable-speed playback, fast-forward/backward, etc. 

In the published literature there are several papers that present comprehensive 
studies of such NMS systems that are based on a wide spectrum of performance 
goals and topics. There are several text-books that expose fundamental multi­
media technology at undergraduate to graduate level and even serve as guides 
to practitioners. However, the emphasis in this book is purely on the research 
perspective of a focused topic in the domain of multimedia. The emphasis in 
this book is in exposing a specific state-of-the-art NMS technology that is of 
recent vintage. The service infrastructure we are concerned in this book is for 
VOD and/or MoD. Although such services have been in place for some time 
with a varying degree of success, the manner in which these are deployed leaves 
many things to be desired in terms of supporting large client populations with 
adaptability, quality of service and low cost. With increasing user demands for 
multimedia on-demand services, rendering cost effective and reliable services 
becomes an imperative requirement. 
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The design of high-fidelity network-based VOD/MoD service infrastructure 
must carefully consider issues in optimizing various parameters, ranging from 
the data storage level to customer satisfaction, in terms of providing high qual­
ity, reliability and interactivity. To provide an idea of the challenge ahead, since 
1997 the Internet traffic has doubled every 6 months, while in the past 5 years 
hard disk storage has doubled every year. In particular, the number of large size 
(typically >3GB) multimedia documents keeps increasing on the Internet and 
experts conjecture that by the year 2005/2006, more than 50% of the informa­
tion available over the Internet will constitute of large multimedia documents. 
It is also conjectured that the percentage of requests to such large-volume mul­
timedia document increases in a greater that linear fashion with time. NMSs 
are attractive from an economic perspective. For instance, in the case of VOD 
services, depending on the popularity of the movie, the cost per user can be 
reduced when clever placement of movies on the network is carried out. Thus, 
the design of a VOD system employs several technologies, ranging from disk 
arrays, to clever scheduling policies that maximize the use of networked re­
sources. 

Contemporary technology, more-or-less uses sophisticated high-end machines 
to render such NMS. These are typically maintained by the service providers, 
taking care of services at various physical network domains. Thus, users in a 
particular domain can avail service when subscribed to a local service provider. 
However, when a requested movie or a digital media document is not avail­
able with a local service provider, it may be fetched from other domains, when 
such a contract exists between parties when they are from different service 
providers. In contrast, a recent technology that is introduced in this book, ex­
ploits a distributed approach in rendering NMS to the clients by making use 
of time-and-bandwidth multiplexed strategies and data partitioning strategies. 
These strategies are shown to be very effective in minimizing large annoying 
waiting times for the users and simultaneously maximizing the number of cus­
tomers that a service provider can attract. This technology, during its incipient 
stages, has stemmed from a mere theoretical interest and has subsequently been 
conceived as a practically viable scheme in addressing several issues that are 
akin to NMS elegantly. The key idea is to employ more than one server in 
rendering NMS to the clients. This technology can be referred to as a Multiple 
Server Retrieval (MSR) strategy, in general. A variety of issues that are germane 
to this domain, such as the minimization of access times/waiting times, buffer 
management, networking issues, fault-tolerance, etc are studied and thoroughly 
presented. A prototype that has been realized as a (working) proof-of-concept 
is also presented. 

In this book, we expose most of the major research issues and challenges in 
this MSR media retrieval technology. As a word of caution, this technology 
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specifically suits retrieving long duration media documents, such as complete 
movies and Gbytes of both time continuous and discrete media data, over delay 
sensitive and unreliable network channels. Thus, this technology constitutes 
an alternative solution to existing problems, opening in the process avenues on 
how to make use of current Internet-like networks to render such NMSs. 

The organization, presentation, and contents of the book are pitched at a research 
monograph level. The contents are carefully sorted in tune with the specific 
focus of the book and they are being derived from a number of published pa­
pers and articles from the recent literature. As this technology is still in its 
infancy, the available material is pooled from research efforts of the past 4 to 5 
years and peripheral related material from the past 12 years. The mathematical 
background that is expected to go through the material is modest. Fundamental 
knowledge of Linear Algebra, Calculus, and Probability theory is expected as 
these are used throughout the contents, in a variety of occasions, to make the 
treatment more rigorous and complete. Proofs of all the theoretical claims in 
the form of Lemmas and Theorems are provided in an emphatic, comprehen­
sive, and step-by-step fashion to render clarity. Several numerical examples 
in addition to rigorous simulation studies and implementations were provided 
to clarify all the results. Each chapter has been carefully written to have a 
continuous flow of contents in a systematic fashion and carries design recom­
mendations for implementation specialists and system level designers. In every 
chapter, we provide a summary of source material in the form of bibliographic 
notes. 

When it comes to the question of who are the potential users of this monograph, 
we see a wide spectrum of audience with diversified interests in this multime­
dia domain. This monograph can be used as a reference text for an advanced 
undergraduate level course in Multimedia Networking courses and in courses 
that use NMS topics. For graduate study, this book serves as a directly useful 
reference in introducing the state-of-the-art technology for students wishing to 
pursue research in this area. Certain chapters (specifically Chapters 3,5,6, and 
7) can be a part of advanced graduate level courses. For teachers, additional 
material and notes are provided in bibliographic notes section at the end of 
each chapter for quick reference to other allied materials in this domain. This 
monograph can be used by researchers working directly in this and other related 
domains such as multimedia networking (at the applications and the network 
layers), multimedia computing & scheduling, distributed system design, digital 
document storage and retrieval, to quote a few. Researchers working in the area 
of Storage Area Networks (SANs) may find this material useful in terms of 
deriving ideas and algorithms for an altemate implementation, while handling 
large scale data storage and retrieval. Research organizations and corporate 
sectors can use this technology to enhance their existing solutions with the use 
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of an appropriately designed MSR wherever required, as distributed infrastruc­
tures and their mastery is what this monograph is all about. For entrepreneurs, 
certainly this monograph is challenging and entertaining as it exposes several 
new ideas that can be tuned to fit the current day market and technology trends. 
For instance, service providers can immensely benefit from this technology in 
terms of maximizing the number of customers who can subscribe to their NMS, 
as it has the potential to be a cost-effective and welcomed scheme for customers. 
Clearly, this technology renders a win-win situation! 

In Chapter 1, we first explore a number of different technologies that are related 
to multimedia retrieval in general. We examine their characteristics from the 
viewpoint of how they relate to MSR, how they could benefit from MSR or 
vice-versa, or how they could be superceded by it. 

In Chapter 2, we present an introduction to the MSR technology, and the un­
derlying problem setting. We proceed to the design and analysis of a single and 
multiple installment servicing policy to minimize the access time. This chapter 
serves as a first, gentle exposure to the ideas underlying MSR design. 

In Chapter 3, we extend the study of Chapter 2, to handle multiple clients and 
discuss a channel partitioning approach. We present a rigorous analytical study 
to quantify the performance gains which are validated by extensive realistic 
simulation models. 

While Chapters 2 & 3 analyze in detail the design and performance of MSR 
technology, in Chapter 4, we introduce a modification to the overall approach 
taken by MSR, that reflects on how video playback can be performed in real-life. 
Here the client is allowed to initiate the playback soon after a critical portion 
is downloaded, as opposed to awaiting the completion of the download of an 
entire portion before kick-starting the playback. 

In Chapter 5, we address the issue of packet loss and generic network unrelia­
bility that is one of the main issues hampering the deployment of VoD services. 
We show that small modifications to our mathematical framework suffice to 
make it capable of producing a robust schedule that is impervious to certain 
network problems. The trick is to allow the relaxation of the constraints it is 
based on. 

In Chapter 6, we investigate ways for adapting to network variability, in the 
process extending the robustness of the schedules we can produce. In particu­
lar, we compare two competing approaches, one based on a multi-installment 
strategy and one based on the repetitive application of a single installment strat­
egy. Rigorous discrete event simulations show that the latter can truly offer a 
robust, adaptable approach to handling network variability. 
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In Chapter 7 we present fault-tolerance analysis studies pertaining to server 
crashes and show how availability can be maximized. We specifically present 
analysis on how to retrieve media data that is lost either due to server crashes or 
channel failures. Here, we present deterministic and probabilistic approaches 
in deriving some significant analytical results. The results of this chapter are 
particularly useful in choosing a set of servers from a given pool depending on 
reliability/availability criteria. 

The results of chapters 5, 6 and 7 indeed demonstrate the fact that MSR is a 
viable and useful technology to adopt for deploying multimedia services over 
public networks. 

In Chapter 8, we present the design and implementation of a working MSR 
system based on the Jini platform. We provide a detailed account of the design 
and implementation of all system components, including the Client, the Server 
and other essential parts of the service infrastructure. 

In Chapter 9, we present our view on the future and scope of MSR and discuss 
some other dimensions associated with the realization of MSR technologies. 
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Chapter 1 

DISTRIBUTED TECHNOLOGIES FOR MULTIMEDIA 
RETRIEVAL OVER NETWORKS 

1.1. Video on Demand: The Challenge and Contemporary 
Solutions 

Video or Movie on Demand (VoD/MoD) has been touted for a long time 
as the next best thing to be delivered over the public Internet. The problem is 
that the size of the data involved and the strict timing constraints that must be 
maintained are overwhelming challenges that have limited VoD to proprietary 
networks or niche markets. 

The quality of offered services in the VoD domain is usually measured by: 

• Access Time : how much time the client has to wait between making the 
request and the beginning of the actual playback (also referred to as initiation 
latency [39]) 

• Movie Quality: the number or interruptions, artifacts or distortions present 
in the playback due to network errors, packet losses, etc. 

Although there is no universally acceptable quality (or distortion) metric 
[111], it is natural for a client to expect the highest possible quality, or at least 
the quality promised by the Service Provider. 

If one considers only the elimination of playback artifacts, storing the movie 
before actual playback is an option. However, the delay involved and associ­
ated problems in Digital Rights Management (DRM) make this option a very 
unpopular one. Hence, the persistence of the research community in perfecting 
streaming in its various shapes and forms. Streaming, which is the popular term 
used to refer to concurrent playback and download, is not without problems as 
anyone who has actually tried it will attest. 
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A few examples can shed light to the problems involved: 

• An MPEG-2 coded, DVD quality, feature-length movie has a typical bit 
rate of 7.5Mbps. If we assume that the movie is 100 minutes long and the 
playback must commence at the most 5 minutes after the client requests the 
particular media, then the above characteristics and requirements translate 
to the need to communicate a 5.24 GB document at a rate of 872 Kbytes/sec! 

• Although the above example is extreme, moving to an advanced codec (e.g. 
MPEG-4) coupled with a modest SIF resolution (352x240 pixels), would 
enable the use of bit rates in the range of 300 kbps. If we again assume 
that the movie is 100 minutes long and the playback must commence 5 
minutes after the client makes the request, then the client machine needs to 
receive a total of 214.58 MB at a rate of 34.88 Kbytes/sec which is still not 
a trivial task while at the same time the quality offered is a far cry even from 
TV-broadcast quality. 

Past experience has shown that just "buffering" the data, i.e. storing a portion 
of the data before playback can start, is only part of the solution in VoD service 
deployment. The unpredictability of the communication media and the bulk of 
the data involved, require either special conditioning by the underlying network 
(e.g. multicasting) or dedicated architectures to be deployed (e.g. simulcast­
ing). Contemporary solutions to these problems try to avoid the creation of 
bottlenecks or hot-spots in the network, by employing multiple "entities" in 
various stages of the data delivery process. The manifestations of this approach 
are: 

• Scalable video : a video stream can be split into multiple streams, each 
carrying a piece of the information needed to reconstitute the original. Typ­
ically, a base and detail streams are created, where the detail stream can 
provide better temporal and/or spatial resolution but it is not required for 
decoding the base stream. 

• Multicasting : in the case of a real-time video feed that is of interest to a 
wide audience, multicasting can provide the "goods" to multiple recipients 
with a minimum of network overhead. 

• Simulcasting : was conceived as a unicast-based alternative to multicasting 
that uses the clients as repeaters and requires no special network support in 
the fashion that multicasting does. Several schemes have been proposed for 
building and maintaining the tree of participating nodes. It is also known as 
overlay or peer-to-peer (P2P) multicast. 

• Multiple distributed servers: the content is delivered in disjoint parts by 
rnultiple servers, thus allowing for dynamic adaptation to network conditions 
and server loads. 
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In tandem with the above methods and depending on the possibility of data 
loss and its impact on the provided service quality, error correction and error 
concealment techniques can be utilized. In the sections that follow, each of the 
above techniques is presented and discussed in greater length. 

The focus of this book is on the multi-server approach and what it has to offer 
towards realizing VoD over the public Internet. The distributed multi-server 
approach provides scalability and fault tolerance at the network connection 
level, as parallel video servers offer both at the storage level [66]. 

1.2. General Multimedia Storage and Retrieval 
Architectures 

Under a network based service infrastructure, we will now study the follow­
ing: 

• Issues and challenges in the design of multimedia storage servers' 

• Different types of media delivery architectures and certain important criteria 
for jitter free presentation 

• Basics principles in the design of admission control algorithms 

Specifically, we will study some possible storage server architectures, the nature 
of data/objects being stored, and derive admissibility criteria for a jitter-free high 
quality service. 

1.2.1 Multimedia servers: A resource management 
perspective 

Future advances in multimedia technology will make it feasible for dis­
tributed systems to support a range of multimedia services on networks. Already 
there are a host of applications running on the network, however, somewhat re­
stricted in their service abilities. Most of the systems are dedicated to cater a 
single service to a subscribed community. However, technology still needs to 
be improved in order to make a single server support a range of applications. 
As a networked multimedia server is expected to serve a large pool of clients, it 
is possible to view this server as a resource. In the following, we shall see how a 
single multimedia server manages the storage of media documents and present 
an admission control procedure that cleverly adapts to a large client pool. 

1.2.1.1 Storage requirements 

Multiple data streams: A multimedia object may consist of three types of 
components: audio, video, and text. By and large, these three components 

'These are referred to as VoD/MoD servers or just plain multimedia servers in the literature. 
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are separate when captured or composed and they could be handled as three 
different streams. Of course, conventional movies are exceptional to this case. 
Similarly, during the retrieval and delivery, these three streams are routed to 
three different output devices. Storing these media may entail additional pro­
cessing for combining them during storage (multiplexing), and for separating 
them during retrieval at the time of delivery (demultiplexing). On the other 
hand, if the three media are stored separately, what needs to be stored is the 
temporal relationships between the media types so as to ensure proper synchro­
nization between them during retrieval. 

Continuous recording and retrieval of data streams: Recording and play­
back of motion video and audio are time continuous operations. The file system 
must organize the multimedia data on the disks so as to guarantee that their stor­
age and retrieval proceed at their respective real-time rates. 

Large size files: In general, the audio and video require very large storage 
spaces. If the file system is to act as a basis for supporting media services such 
as document editing, mail, distribution of news, VoD, entertainment, etc., it 
must provide mechanisms for manipulating and sharing stored data. For these 
mechanisms to be efficient on large data, disk access must be stream-lined. The 
design of a file system that addresses the above issues is what a multimedia stor­
age server is all about. We will first see some most commonly used terminology 
and notations used in this domain. 

1.2.1.2 Some most commonly used terminology and notations 

Following is a list of commonly encountered terms in video coding: 

• Frame: A basic unit of video. 

• Sample: A basic unit of audio. 

• Strand: is an immutable, sequence of continuously recorded audio samples 
or video frames. The immutability of strands is a necessary condition to 
simphfy the process of garbage collection. 

• Bloclc: is the basic unit of disk storage. There are two types of blocks: (i) 
Homogeneous and (ii) Heterogeneous. In the case of (i), all the data belong 
to only one type of media and in (ii), the data contains multiple media. 

• Rope: A collection of multiple strands (of same and different media) tied 
together by synchronization information. 

Table 1.1 summarizes a list of notations that will be used in subsequent para­
graphs for deriving continuity constraints. Thus, with the above notations, we 
can write the expression for 
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Table 1.1. List of notations used in continuity constraints derivation 

Symbol 
•tiar 
rCyj-

Rdr 

Rvd 

Vvs 

Vas 
Svf 
'^as 

Ids 

Explanation 
Audio recording rate 
Video recording rate 
Rate of data transfer from the disk 
rate of video display 
Granularity of video storage 
Granularity of audio storage 
Size of the video frame 
Size of audio sample 
Scattering parameter 

Unit 
samples/sec 
frames/sec 
bits/sec 
bits/sec 
frames/block 
samples/block 
bits/frame 
bits/sample 
sec 

(i) The duration of the playback of a video block as, rjys/Ryr, 

(ii) The total delay to read a video block from a disk as, /<;,, + {rjvsSvj)/Rdr 

(iii) The time to display a video block as, {'r]ysSvf)/Rvd- Note that this time is 
for decompression and Digital-to-Analog conversion. 

1.2.1.3 Continuity requirements 

For continuous retrieval of media data, it is essential that the media infor­
mation are available at the display device at or before the time of playback. 
We refer to this as the continuity requirement or continuity constraint. If this 
constraint is violated, then the displaying device will starve for the data and 
the presentation continuity will be lost. We now analyze three kinds of service 
architectures - sequential, pipelined, and concurrent architectures for continuity 
requirements. 

Sequential Architectures: These architectures serialize the read and display 
(similarly capture and store) operations. Each block is transferred from the disk 
to a buffer in the video device, and then displayed before initiating the transfer 
of the next block, the continuity requireinent is met in this case //the sum of 
time to read a block from disk and the time to display it does not exceed the 
duration of its playback. That is, 

, 'llvsJyJ \ Vvs^vf ^ Vvs ^, ,x 

J^dr / ^vd ^v 

Pipelined Architectures: These perform read and display operations in paral­
lel. If there are a minimum of two buffers on the video device, one holding the 
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block being displayed, the continuity requirement is met if the time to read a 
block does not exceed the duration of its playback. That is, 

/d, + ^ ' ) < ^ (1.2) 

Concurrent Architectures: These architectures perform muhiple disk read 
operations in parallel. Let p be the degree of concurrency, i.e., the number 
of concurrent disk accesses, if there are p buffers in the video device to hold 
the p blocks being transferred simultaneously, continuity of playback will be 
maintained if the time to read a block does not exceed the duration for playback 
of (p — 1) blocks. Hence, 

lj. + ''-^)<{p^l)^ (1.3) 

Thus, the performance of the multimedia server system largely depends on the 
type of architecture chosen. We will consider the scenario of a single server 
single client system (client-server paradigm) in which the server is referred to 
as a VoD server. 

1.2.2 Client-Server VoD system 
Consider a VoD system consisting of a single server and a single client. A 

request arrives at the server for a movie of length L Kbytes. Let the movie 
playback rate expected by the client to be Rp Kbytes/sec and the data retrieval 
rate offered by the server, referred to as server bandwidth, to be bw Kbytes/sec. 
Usually, in such systems, the server services this request in n TOunds(round-
robin schedule) by continuously fetching the blocks of video data. In order to 
guarantee a continuous presentation at the client site, the retrieval time of the 
current block must be less than the playback of the previous block. Let Xi be the 
size of the block retrieved in the i-th round. We will determine the individual 
sizes required to maintain the continuity relationship as follows. 

Clearly, the solution to the above design problem lies in choosing the appropriate 
sizes meant for each round. Failure to deliver these will cause a "gap" in the 
presentation. The following inequality must hold in each round: 

Xi/hw < Xi^i/B^p, % = 2,..., n (1.4) 

The above recursive equation generates (n — 1) equations involving n variables. 
However, with 

Y^x, = L (1.5) 
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we have n linear inequalities. Solving these equations with equality constraints 
yield the appropriate block sizes that have to be fetched in order to have a 
continuous presentation. Thus, we obtain, 

-, i = 2,...,n, (1.6) 

wheretT = bw/Rp. xiisautomaticallydecidedwhenyousolvethese equations. 
One can quickly verify (1.6). to determine the value of xi. 

1,2.3 Designing an admission control algorithm: Single 
Server multiple clients system 

In the previous section, we have seen a simple client-server system. As long 
as the continuity requirements are satisfied, the system guarantees a jitter free 
presentation. However, if the server is to serve multiple requests on a distributed 
network, it has to guarantee the continuity for each request. Also, it is impossi­
ble to accommodate a very large (theoretically infinite) number of customers, 
as the server has a limited bandwidth to split among the requests. Thus, for a 
network based multimedia service to be attractive to the customers, the server 
must 

(i) guarantee a continuous presentation, 

(ii) maximize the number of customers it can serve so that it can reduce the 
overall cost of the system 

While guaranteeing a continuous presentation is restricted by the inherent de­
lays and the rates of the playback and the read operations, maximizing the 
number of customers can be achieved by designing efficient strategies. Thus, 
our objective is to design a strategy that maximizes the number of customers 
that a server can serve and that guarantees the continuity relationships for each 
request it has admitted. 

As mentioned earlier, a file server has to process requests from several clients 
simultaneously. Given a maximum rate of disk transfer, the file system can only 
accept a limited number of requests without violating the continuity require­
ments of any of the requests. The problem of administering a single resource's 
bandwidth is referred to as resource allocation problem in the literature. 

Consider a scenario in which a multimedia server is servicing n requests. In or­
der to service multiple requests simultaneously, the server proceeds in rounds. 
In each round, it multiplexes among the media block transfers of the n re­
quests. Let ki, for i e [l,n], be the number of consecutive blocks retrieved 
for the i-th request before switching to the next request. Let ril^/q'^g, •••) ''?"s> 
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and R],^, •••, -R"r ^^ the granularities and the recording rates of the strands cor­
responding to the n requests. When the server switches from one request to 
another, it may encounter an overhead of up to the maximum disk seek time to 
move from a block in the first strand to a block in the second strand. The total 
time spent in servicing i-th request in each round can be divided into two parts: 

1. 6]: the overhead of switching from the previous request to the i-th request, 
and then transferring the first block of the z-th request. That is, 

e]^CTk+'rLSljlB.ar (1.7) 

2. O'j: The time to transfer remaining {ki — 1) blocks of this request in this 
round. That is, 

fc»-i 

(^^^ = Y.^'d.+rllsSlf/Rdr (1.8) 
3 = 1 

Thus, the total time spent servicing the i-th request in a round is, 

0i==6U0J (1.9) 

The total time spent servicing one round of all the n requests is, 

n 

n fc,; — 1 

+ E E 0 '̂.'+ •^/-^'"//^*) (*-io) 

The continuity requirement for each of the requests can be satisfied if and only 
if the service time per round does not exceed the minimum of the playback 
duration of all the requests. That is, 

n n ki — l 

nll7ek+T.Us^vf/Rdr) + Y.i2{^di+VLSlf/Rdr 
i=l i—1 7 = 1 

< min{ktT]iJRi^), ie[l,n\ (1.11) 

Thus, the multimedia server can service all the n requests simultaneously if and 
only ifki, for all i in each round can be determined. Determining these ki in 
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this most generalized formulation is extremely complex. Thus, we make some 
simplifying assumptions trying in the process to provide as much a realistic 
scenario as possible. 

Let hi, = k, for all i. We assume that, 

n 

(ilLsif/Rdr) « n {vrsT//Rdr) (1.12) 
i = l 

and. 

J2J2{^+'^vsSlf/Rd^^n{k-l){{l2"+rC'S:}yR,^ (1.13) 

where, individual values of the granularity, size of the video frames and the 
scattering parameter, are replaced by their respective average values in the 
summation. With these approximations, we have 

where a = IJ^ + n^''S^f>/R,,, 

n a + n(fc-].)/?</c7 (1.14) 

'.9 
/ 

/3 = /-3+^™S57/i?,, 

7 = min {rilJRlr) , i e [l,n] 

From this relationship, we can determine the value of /c > 0 as, 

fc>''^"~f\if7>n/3 (1.15) 
7 ~ np 

Thus, the maximum number of requests that can be serviced by the multimedia 
server is given by, 

nmax=\{l/P~l)] (1.16) 

There are some interesting implications on the above derived admissibility cri­
teria. If the system is adequately loaded and another request arrives then if the 
current population is less than the one given by (1.16) we can admit this re­
quest provided the remaining bandwidth is sufficient to avoid creating any j itter. 
Thus, an admission algorithm should consider not only the above equation but 
the available bandwidth also. Also, during service rounds, when clients leave 
the system, the system can fetch larger chunks of media portions for the existing 
clients if there are no further requests and that the buffers at the client side are 
adequate to accommodate these portions. Issues pertaining to buffer manage­
ment at the client side are dealt extensively in Chapters 3 and 4, respectively. 
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The above analysis stands as a considerable motivation for us to go for data and 
channel partitioning approaches using multiple server technology, which is the 
primary focus of this book. Thus, if one employs several servers the service 
infrastructure becomes obviously attractive owing to the large pool of customer 
requests that can be admitted. Of course, related issues in the implementation 
must be taken care of duly to make the scheme practically viable. These are 
discussed in the subsequent chapters. 

As the population of clients served by media servers increases, storage technol­
ogy and management must maintain efficiency and scalability. If the content 
retrieval is not fast enough, the service becomes unattractive, commercially 
non-viable. While there is a host of literature available for disk scheduling 
policies ^ maturing of VoD technology requires leveraging of all available as­
sets to provide the best available service. In Chapter 2 we shall present a very 
powerful technique that organizes and retrieves the data in a clever way so as to 
support a large pool of clients. This way of retrieval delivers high concurrency 
and matches servers and networks bandwidth to yield a higher throughput. The 
discussion in Chapter 2 is not a complete one, however the purpose is to intro­
duce the technology and viewpoint associated with Multiple Server Retrieval 
(MSR) strategies. 

1.2.4 The Fellini Multimedia storage server: Brief case 
study 

The Fellini multimedia storage server is a classical architecture designed in 
mid-90's at AT&T Bell Laboratories. Fellini can be also considered as a typical 
implementation of a Single Server Retrieval Strategy (SSRS). Fellini subsumes 
most of the imperative components such as storage aspects, admission control, 
and process control in its design. The architecture completely supports stor­
age and retrieval of time-continuous and non-continuous(discrete) media. The 
retrieval process muhiplexes several clients concurrently and has an efficient 
admission control mechanism. The admission control typically follows our 
derivation presented in the previous section. The algorithms for retrieving me­
dia data from disks guarantee high throughput by reducing disk seek latencies. 
Fellini has an excellent buffer management process that manages cache data 
and implements replacement algorithms. The buffer management operates in 
a pre-fetching mode by pre-allocating the buffers for disk pages that will be 
written by updating the client or disk pages that will be read by clients. The 
process of buffer pre-allocation is crucial to the buffer management mechanism 
and it governs the overall efficiency of the scheme. 

^Many operating systems and multimedia technology books discuss extensively disk scheduling algorithms. 
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The overall Fellini process architecture can be described at two levels: at the 
process and at the system level. A server process is made to run on a dedicated 
machine while clients can run at remote machines. There exist a buffer cache, 
which is a shared memory, bridging the gap between the server(fetching the 
data from disks) and the clients. For data storage in the Fellini system, a peer 
client process receives the data over the network from a remote client and writes 
it to the buffer cache. This data eventually gets transferred to the disk by the 
server process. When data are to be read from Fellini, a peer client reads the 
data from the buffer cache and sends it to the remote client. Of course, a client 
process can also run on the same machine on which the server process runs, 
however in this case, there is no need for a peer client to assist the transactions. 

Fellini has three additional components: the Admission contwller{AC), the 
Cache manager(CM), and the Storage manager(SM). The resources in the sys­
tem arc allocated by the AC module such that rate guarantees for all the accepted 
clients are always met. This does not preempt the possibilities of a non-real-time 
client requesting a service. A balance is sought between allocating resources 
between the clients and admissibility test is carried out at this module to avoid 
any starvation of resources. The role of CM is to optimize the availability of 
the pages in the buffer cache. The SM module coordinates the file and space 
management processes. It also stores the file layout information on the disk 
and manages the free space on the disk efficiently. In real-life situations the 
potential applications of Fellini are several: video-conferencing, co-operative 
file editing, etc, are just a few of the possible ones. 

1.3. RAID Array Technology: A Useful Insight 
Past decades have been characterized by rapid improvements in processor 

speed (doubled every 18 months), network speed (doubled every nine months) 
and magnetic storage capacity (doubled every twelve months). Alas, secondary 
storage interfaces haven't been able to follow this trend, setting the stage for a 
performance bottleneck. 

A research group in UC-Berkeley introduced RAID (Redundant Array of In­
expensive Disks) in 1988 as an answer to this problem, by utilizing muhiple 
physical storage units to build a single logical device. The disks in a RAID array 
operate independently offering the potential for substantially higher transfer 
speeds. However, the Mean Time Between Failures (MTBF) of an array is 
equal to the MTBF of a single device divided by the number of devices. The 
increased risk of data-loss is addressed by having RAID configurations, a.k.a. 
levels that support data-redundancy and error recovery. 

Central to RAID is the concept of striping where the physical storage space is 
split into disjoint areas of equal size called stripes. The logical storage space is 
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Figure LI. Illustration of the 6 original RAID levels. Levels 2, 3 and 4 differ mainly in the 
size of the stripe used (bit, byte and sector accordingly). Levels 2, 3 and 4 have dedicated parity 
(P) or error correcting code devices. Level 5 distributes the parity sectors over all participating 
devices. 

mapped to the stripes in a fashion that suits the particular RAID level. The size 
of the stripes is also subject to the RAID level requirements. The six original 
RAID levels are (also shown in Fig. 1.1): 

• Level 0: data are mapped across multiple drives in a round-robin fashion. 
No redundancy is provided. 

• Level 1: commonly referred to mirroring as two drives are used, each an 
identical copy of the other. 

• Level 2: stripes are bit-sized, with some devices dedicated for storing Error 
Correcting Codes (ECC). Outclassed by levels 3 and 4. 

• Level 3: byte-sized stripes are used, along with parity stored on a dedicated 
drive. 

• Level 4: sector-sized stripes are used. A parity drive is also used in a fashion 
similar to level 3. Offers good read performance but writes require access 
to the parity drive. 

Level 5: similar to level 4 but the parity is distributed among all the drives. 
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Several manufacturers have introduced variations to the above levels by com­
bining two of them (dual level or nested level arrays). For example, RAID 50 
utilizes several RAID 5 arrays as elements in a level 0 array. Any drive failure 
will go unnoticed because of the redundancy offered by RAID 5 while RAID 
0 offers increased transfer speeds. 

The principle behind employing multiple distributed servers to provide disjoint 
parts of a video stream to a client, is very similar to the underlying principle of 
the RAID technology. Actually, many of the attributes that the RAID technol­
ogy brings to the storage domain can be offered by MSR in the VoD domain. 
Independent server operation means that a client can receive data from a MSR 
system at rates that could not be offered by a stand-alone server. Additional 
benefits include: 

• Reduced access times: The client can begin the playback at a much earlier 
time without the risk of introducing interrupts. 

• Fault-tolerance: In the case of a server or a link failure, data can be retrieved 
from other servers. 

• Server load-balancing: A client can adapt its download schedule to the 
state of the MSR servers and the underlying network, effectively offering a 
distributed load-balancing mechanism 

The challenges in building a MSR system in the fashion of a RAID array, 
stem from the inherent heterogeneity of such a system, particularly the commu­
nication speeds. So while a data break-up in the fashion of stripes is possible, 
almost all systems reported in the literature go for 'mirroring', i.e. keeping 
complete copies of media in multiple servers, similarly to RAID level 0. How­
ever, the choice of which movies to offer and their placement (for example not 
all servers need to carry all movies) is another question as illustrated in Fig. 
1.2. 

1.4. Related Network Technologies 
The network is one of the most challenging components of a VoD system, 

the reason being the lack of control over the corresponding media and the cir­
cumstances involved in their operation. One of the earliest attempts to offer 
scalability to VoD services involved multicast [101, 31]. Multicast achieves 
scalability by letting a video server/source send a packet only once to all the 
clients that should be receiving it, thus reducing the corresponding traffic sub­
stantially (see Figure 1.3). Multicast can be also used to serve the components of 
a multimedia presentation if we can make sure that their temporal relationships 
are preserved during playback, as it is described in [52] where a presentation 
system called Mcast is presented. 
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Figure L2. (a) A multiple distributed server system where all movies are copied in all servers, 
(b) Limiting the number of copies can provide a greater variety of offerings at the cost of reduced 
availability. 
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Figure 1.3. A multicast based system has two advantaged over a unicast based one: reduced 
server load and reduced traffic between routers. The chaining example shown in (c), uses color 
coding to indicate the pipeline/virtual batch of machines: A ^ B ^ C -^ D -> E 

Multicast however, does not come free as it requires infrastructure changes like 
special routers for supporting operations spanning more that a single LAN. The 
routers should be capable of handling the replication and forwarding of packets, 
plus the regular traffic for group management according to the IGMP protocol 
[101]. 

A major issue with the use of multicast is that the content must be delivered 
simultaneously to all clients, or at least within strict time limits. This effec­
tively narrows the applications of interest to live news/sport feeds or collabora­
tive/workgroup communication applications [33], unless special constraints are 
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imposed as discussed below. The timing constraints also dictate the use of UDP 
instead of TCP as a transport mechanism. Since UDP is inherently unreliable, 
basic IP multicast is also unreliable. The number of additional protocols that 
have been proposed to address this issue, can be categorized as belonging to 
one of the following categories [33]: 

• Forward Error Correction (FEC): The multicast server sends in addition 
to the original N message packets, k redundant packets that can facilitate 
reconstruction of the original message as long as less that k packets are lost. 

• Negative ACK (NACK): The receivers send a negative acknowledgment to 
the server when they detect the a missing packet. NACK message consoli­
dation eliminates the problem of ACK implosion at the server. 

• Scalable Reliable Multicast: Every receiver keeps a log of the packets re­
ceived. In case a neighboring receiver misses a packet, the retransmission 
can be localized, without the need to involve the server. 

To overcome the problem of random client request arrival times, a number 
of techniques have been proposed. Batching [4] works by delaying all the re­
quests for a particular content that arrive within an interval, called the batching 
interval, until they can be serviced simultaneously with a single data stream. 
Aggarwal et al. in [5] discuss a scheduling policy for batching that can min­
imize the average access time (a.k.a. as latency time) by sorting the waiting 
queues according to the ratio of their length and the square root of the relative 
frequency of the incoming arrivals. 

Letting clients join the multicast tree in the middle of a transmission can be 
achieved by a technique caWedpatching [23]. Patching requires that a separate 
stream is send to the client to compensate for the missed content that was com­
municated before the client joined the multicast tree. Thus, the advantages of 
multicast can be realized with a minimum overhead. 

Minimizing the data that need to be "patched" is discussed in [86], where Qing-
song et al. propose two techniques for managing the media cache at streaming 
proxies. This study is limited to one media file and therefore its scalability is 
unknown. 

Batching, patching and periodic multicast have been combined in the SS-VoD 
system by Kong and Lee [59], which has been designed to support Variable 
Bit Rate (VBR) content. The peak data rates that could cause disruption of the 
playback, are treated by sending the excess data on a separate multicast chan­
nel concurrently with other data. SS-VoD requires however clients capable of 
receiving data at least at twice the rate of the video content. This requirement, 
which is shared by systems employing patching, severely hinders their capa-
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bility of spanning more than an Intranet, unless very low quality/low bit rate 
content is used. 

Batching strategies depend on a time interval used to decide when to sched­
ule a new multicast channel for waiting clients. Depending on this interval a 
system maybe classified as near VoD (NVoD). Examples of a batching and a 
patching system are shown in Figure 1.4. The examples shown assume that the 
server schedules a multicast stream every A seconds, at times T„, Tn+i, etc. 
Clients requests arrive at times ti, ti+i, etc. In Fig. 1.4(a), clients that make a 
request past the beginning of a multicast transmission have to wait for the next 
scheduled multicast channel. In contrast, in Fig. 1.4(b) a dynamic channel is 
allocated for allowing the clients to "catch up" by having the data missed since 
the beginning of the most recent transmission uploaded to them. At the same 
time, the clients download the data from the most recent multicast channel. To 
avoid exhausting the server resources, a dynamic channel is allocated only if 
the access time of a client would exceed a certain threshold d, hence client Q+i 
in the example of Fig. 1.4(b) waits for channel n. 

Chaining [96] is a batching technique that while predating P2P multicast proto­
cols discussed below, introduced the concept of client assisted content delivery. 
All requests to a particular media are grouped together in a "virtual batch". 
The virtual batch is essentially a data pipeline which is formed as long as there 
is enough buffer space to accommodate the data communication between the 
peers. Chaining improves responsiveness (reduces access time) over classic 
batching although in extended chaining a number of clients can be delayed to 
maximize the availability of a virtual batch. Despite Sheu et al. claim that 
chaining reduces the burden on the network, practically it alleviates only server 
load. As can be seen in the example displayed in Fig. 1.3(c) routers will 
continue to manage a traffic volume which is substantially higher than what 
multicast generates. 

Harmonic broadcasting (HB) [81] is a technique that breaks a video into n 
equally sized portions that are broadcasted constantly using n different chan­
nels. Each portion Si for 1 < i < n, is further broken into i subsegments such 
that the broadcasting of each subsegment lasts exactly time d = ^ where D 
is the duration of the movie. Hence, if b is the movie bitrate, each segment Si 
is transmitted at a rate of j . Thus, a client has to spend a total oti • d time 
in order to get segment 5,;. Paris et al. [81] have shown that if the client waits 
for ^"~ ' time past the beginning of the first Si segment it can download, it 
can playback the movie with no interrupts as long as all the other segments are 
also downloaded simultaneously. This results in the need to have a total client 
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Figure 1.4. Examples of (a) a batching and (b) a patching system. In (b) patch A is used for 
client d and patch B for client Ci+2- The time threshold d is displayed as a horizontal bar, 
following each of the request arrivals, (c) shows a harmonic broadcast arrangement where the 
video stream is split in 3 parts and broadcasted in the same number of channels/streams. Please 
note that the medium communicated in Fig. (c) is of much smaller duration than the one assumed 
in (a) and (b). In particular, the duration of the movie is 3 times the duration of part 5i. 
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bandwidth equal to 
n , n ^ 

where H{n) is the harmonic number of n. Several improvements to the ba­
sic harmonic broadcasting have been proposed [81, 82], aiming to reduce the 
access time of the client for the given bandwidth spend. However, the main 
problem associated with the use of the harmonic broadcast class of techniques 
remains the need for excessive client bandwidth. Even for n = 3 as shown in 
Figure 1.4(c), this bandwidth is roughly 1.84 times the movie bitrate, for an 
access time that for classical HB can be as high as | of the movie's duration. 

The access time can be reduced by using the polyharmonic broadcasting proto­
col (PHB) [82], which has the client start the download immediately following 
its request, instead of waiting for the beginning of the next Si. In PHB the 
access time is fixed at ^ where k = ^ and m > 1 determines the number of 
subsegments each Si is split into: m. + i — 1. Each subsegment is broadcasted 
over d time, hence each channel requires bandwidth equal to ^̂  ''._^ for a grand 
total of 6 • {H{n + m — 1) — H{m — 1)). The PHB scheme still translates to 
an access time of 25%D for a consumed client bandwidth equal to 1.714 times 
that of the movie's bitrate for m = 4 and n = 16. Achieving a 5%D access 
time would require n = 80 streams for m = 4 at the expense of 3.168 • b 
bandwidth. 

The family of pyramid broadcasting (PB) techniques [72] works in a similar 
fashion to harmonic broadcasting, i.e. breaking up the content in disjoint pieces 
and broadcasting it along different channels. Each piece is connected with its 
previous one by a geometric formula, e.g. 5, = 25',;_i. The pieces are broad­
casted at twice the bitrate of the movie. The main difference of PB is that the 
client has to download at any time only one or two of the available channels. 
As Paris and Long have shown [81], harmonic broadcast offers superior access 
time for any given consumed bandwidth. 

In order to be able to accommodate heterogeneous clients, multiple streams of 
varying quality can be broadcasted by the servers. These streams can be, either, 
different versions of the same content, or, in a more elaborate and cost-saving 
scheme components of a scalable video stream (see Section 1.5). The former 
technique has been explored in association with multiple replicated servers by 
Hiromori et al. in [46]. Hiromori et al. propose a technique for dynamically 
selecting the group a client subscribes to, by keeping a record of packet arrival 
ratios at routers and path-to-server lengths. 

The dependence of multicast on appropriate network support is a liability also 
for another reason. In a study performed by Rajvaidya and Almeroth [87], it 
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is shown that spatial and temporal routing instabilities which are a major prob­
lem in the robust deployment of multicast, can be attributed to configuration 
inconsistencies. Hence, multicast must be not only supported universally, but 
also the policies and configurations used in the individual routers must adhere 
to specific rules to assist the elimination of routing inconsistencies. 

This dependence has lead to the proposal of many techniques that offer a form of 
multicasting by using peer-to-peer (P2P) unicast communications [35,103,17] 
also known as overlay multicast or simulcast. It should be noted that the term 
"simulcast" has been also used in the literature to denote the use of multiple 
streams with different rates, targeting heterogeneous clients [70]. 

In [17, 16] Birrer and Bustamante compare a number of P2P muhicast proto­
cols against their P2P multicast protocol named Nemo. Nemo is based on a 
hierarchical organization of the peers into clusters. Each cluster has an elected 
leader and co-leader that affords fault-tolerance in the case of a node failure and 
enhances the scalability of the scheme by offering alternate routes. NACKs are 
used for error recovery. 

El-Gindy et al. [30] proposed a variation of multicast called "scheduled mul­
ticast", that involves using intermediate network nodes as buffers to hold the 
content that could be requested. This technique can be only used if the requests 
made for the same content are closely timed. In a different case, the memory 
requirements could easily overwhelm the nodes that buffer the content. 

A similar approach to simulcast and its variations is being used by the Bit-
Torrent project ( h t t p : / / b i t c o n j u r e r .org/BitTorrent) and the Kon-
tiki Delivery Management System (h t tp : //www. kon t ik i . com). BitTorrent 
uses the clients as content publishers, striving at the same time to satisfy 
fairness constraints. Files are split into | M B pieces that are transferred be­
tween the peers. Other P2P file sharing approaches include the ever-popular 
KaZaa (http://www.kazaa.com), eDonkey (http://www.edonkey.com) 
and WinMX (http://www.wiiimx.com) systems. The major difference of 
these systems with the VoD P2P technologies is the objective: while the lat­
ter try to minimize latency or access time, the former try to maximize content 
availability in the face of even the originating server's failure. 

In summary, all the techniques employing multicasting in one form or the other, 
suffer from the need to have all the participating nodes receive data at a rate 
matching or far exceeding the video rate. Given that even the best video codecs 
require on average around 900kbps for good quality content [45], the deploy­
ment of multicast/broadcast techniques over the public Internet presents severe 
problems. 
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1.5. Scalable Video 
Scalable or layered video is a technology that has been originally intro­

duced to increase the resilience of video coders in video transmission over 
packet switched networks [40]. As the name suggests, layered video is de­
composed into two or more layers, each incorporating a different part of the 
video stream information. In the simplest form of this technique, there are two 
layers, a base-layer carrying a rough approximation of the video signal, plus an 
enhancement-layer that carries the remaining information. The decoder needs 
only the base-layer for uninterrupted playback, thus reducing the effect of los­
ing the enhancement-layer data. 

Of course, the key for deploying a scalable video solution is to determine how 
such a separation could be accomplished and in the process, how could the 
encoder maintain efficient predictors for the component layers such as to avoid 
producing a bloated stream. There are several answers to these questions, each 
identified as a different kind oi scalability. 

Scalability is extensively covered in the context of MPEG-2 in [40](section 7.5) 
and in the context of MPEG-4 in [84](section 8.4). MPEG-4 generalizes the 
concept of scalability to cover video objects, i.e. arbitrarily shaped sequences 
of bitplanes. In the following paragraphs we summarize the main types of 
scalability: 

• Data partitioning : The two resulting layers carry two totally independent 
parts of the original stream. The partitioning is performed by selecting a 
priority breakpoint in the 8x8 DCT coefficient scan sequence, and assigning 
the two sets to different layers. The low-frequency coefficients end up in 
the base layer. The main drawback of this simple technique is that loss of 
the enhancement layer causes loss of synchronization between the coder 
and decoder (picture drift). An I-frame is required for reestablishing the 
synchronization. 

• Signal-to-Noise-Ratio (SNR) Scalability : The base layer consists of a 
rough approximation (quantized with a large step) of the DCT coefficients. 
The enhancement layer consists of the differences required to better approx­
imate (i.e. enhance the SNR) the input DCT coefficients. Several ways can 
be used to calculate the enhancement layer, trading between complexity and 
picture drift issues. The block diagram of an SNR-scalable coder is shown 
in Figure 1.5. 

SNR scalability has been totally revamped in the MPEG-4 standard (where 
it is called Fine Granularity Scalability), essentially allowing an adaptation 
of the enhancement layer to the network conditions. 
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Figure 1.6. Block diagram of a temporal scalable coder 

Temporal Scalability : The video stream is partitioned along the time axis, 
i.e. frames are split into two groups providing the corresponding layers. The 
difference between the base and enhancement layer lies in the predictors 
used for them, i.e. the enhancement layer can use the base layer frames 
for motion compensation. Typically, the enhancement layer consists of B-
frames. The block diagram of a spatial scalable coder is shown in Figure 
1.6 

Spatial Scalability : In this case the two layers represent different spatial 
resolutions of the input stream, e.g. the base layer is j of the original. The 
enhancement layer carries the difference of the scaled-up base layer and the 
input stream. The block diagram of a spatial scalable coder is shown in 
Figure 1.7 
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Figure L 7. Block diagram of a spatial scalable coder. 

• Hybrid Scalability : Hybrid scalability combines two or more of the 
above techniques, to produce three or more layers. When two scalabili-
ties are used, three layers are produced: base-layer, enhancement-layer-1 
and enhancement-layer-2. Such an arrangement is shown in the example of 
Figure 1.8, where a spatial-temporal hybrid encoder is displayed. 

In conclusion, while scalable video is an answer for using communication 
media that do not provide QoS, it presents a number of drawbacks: 

• It cannot handle situations were the available bandwidth is less that the 
playback rate of the base-layer 

• Typically, the sum of the resulting layers is larger that the original stream, 
possible accentuating network congestion. 

• Encoders and decoders can be quite complicated. 

In favor of scalability we should mention that it is a very powerful tech­
nique albeit complicated, for quality adaptation. An indication of the flexibility 
offered is that it is possible to use this technique to integrate two different 
encoders. 

1.6. Are SANs an Efficient Solution? 
Network and server performance in terms of management and availability 

is costing network companies hundreds of thousands of dollars in business 
and productivity losses. At the same time, the amount of information to be 
managed and stored is prohibitively proliferating. Storage Area Network (SAN) 
is a relatively new concept that could offer a solution to large volume data 
storage and communication. SANs have no specific topologies but their defining 
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spatial decomposition. 

characteristic is that they are capable of rendering high-speed authenticated 
data access to networked machines. The nodes offering the service are mostly 
referred to as servers, although they are typically very different than run-of-the-
mill computational or data servers. The service can be also collectively offered 
by a storage site which can be considered as a data repository or data-oriented 
service provider. While a typical server can be viewed either as an independent 
or as a shared resource, a storage device/site is not owned by any node. Thus 
storage devices are shared among all networked servers as peer resources. This 
thinking is not novel to SANs as it is similar to a LAN which is used to bridge 
clients to servers. The novelty in SANs lies in the physical and not just logical 
separation of the storage service nodes of a LAN. The benefits are platform 
independence, very-high speed data access, high availability, fault-tolerance 
and scalability. In the previous sections, we had a glimpse of storage techniques 
on RAID systems. While the underling networks in which RAID arrays form a 
part was considered generic, having them on SANs would make a difference in 
performance. In the following, we shall present general discussions on SANs 



24 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

Shared 
Storage 
(Back-up) 

RAID array ) 

Fiber Channel Switch 
(interconnection medium) 

Figure 1.9. A typical SAN Architecture showing the interconnection medium with storage and 
networks nodes 

and certain key components and present a discussion as to the use of SANs in 
our IVISR technology context. 

1.6.1 SANs: A brief discussion on salient features and 
components 

SANs by no means can stand alone. They use a mix of technologies just 
as our traditional networks like LAN/WAN/MAN use today. These include, 
FDDI, ATM and IBM's Serial Storage Architecture, the emerging iSCSI, and 
the Fibre Channel over IP standards like iFCP. SAN architectures also allow for 
the use of a number of underlying protocols, including TCP/IP and variants of 
SCSI. Current technology is limited and focuses on Fibre Channel implementa­
tion perspective as the advent of SANs is somewhat very recent. A typical SAN 
architecture is shown in Figure 1.9. As of now, SANs are mostly recommended 
infrastructures for large scale corporate offices and government organizations 
due to cost considerations. Small scale SANs can also be deployed in smaller 
sectors that are trying to leverage fibre channel's device sharing capabilities. 
However, this possibility is highly discouraged for companies that do not have 
fibre channel expertise in house. Thus, the size of the network in terms of 
scalability is something questionable at this stage. We bring up the impact of 
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this issue in the context of our MSR in the Chapters that follow. 

As far as physical storage is concerned, SANs can incorporate any major tech­
nology including mainframe disks, tape drives, and RAID configurations, while 
making them available under any OS: Windows NT/XP, Unix, Linux, MacOS 
X and OS/390. With this shared capacity, organizations can acquire, deploy 
and use storage devices more cost-effectively. SANs do not discriminate the 
platforms in use and allow free utilization all of their storage resources without 
any affinity. This also means that within a SAN group of users one can backup 
or archive data from different servers to the same storage system; allow stored 
information to be accessed by all servers; create and store a mirror image of 
data as it is created; and share data between different environments. Thus, we 
see clearly the use of SANs in off-loading the storage traffic from mainstream 
network traffic to yield a significant performance improvement. This is one of 
the positive aspects which our MSR should facilitate. 

With respect to supportive networking technologies, with a SAN, there is no 
need for a physically separate network because the SAN can function as a vir­
tual subnet operating on a shared network infrastructure, provided that different 
priorities or classes of service are established. Fibre Channel and ATM allow 
for these different classes of service. Early implementations of SANs have 
been local or campus-based. But as new WAN technologies such as ATM ma­
ture, and especially as class-of-service capabilities improve, the SAN can be 
extended over a much wider area. Despite a prevailing hype about the coming 
of unlimited bandwidth, WAN services remain costly today. However, as WAN 
technologies improve their quality of service, they will provide the robustness 
needed for each application, including networked I/O, even over public WANs. 
SANs would play a crucial role then in accommodating profound volume of 
storage related traffic for several classes of service. 

Finally on storage aspects, hooking a storage device or a site is easy over SANs, 
as a SAN is primarily a network and has no affinity to any device. All that is 
required is to assign the storage unit a LUN (logical unit number) and connect it 
to the SAN. Once storage is added to a SAN, an IT manager can use this newly 
added storage to increase the size of a given storage volume. This makes the 
newly added storage available to all users and applications without having to 
reprogram every workstation or application. This is a key feature that makes 
SANs useful to large enterprises that are experiencing rapid growth. Similar to 
the RAID technology discussed in Section 1.3, partitioning is also a key feature 
that is allowed by SANs. The partitioning here refers to parts of SANs function­
ing as smaller groups, clusters, specific to certain applications. For example, a 
RAID system first pools multiple physical hard drives into a single large virtual 
volume. This large virtual volume can then be partitioned into smaller volumes. 
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Each of the partitioned volumes on a RAID subsystem can be the same size 
as a single hard disk, but the volumes benefit from the redundancies and per­
formance advantages inherent in RAID technology. Partitioning lets operating 
system file systems use disk space more efficiently. It gives system administra­
tors flexibility when planning security and assigning users their storage access. 
SANs can be partitioned just like a RAID system, only the partitioning takes 
place over the entire storage network rather than individual storage subsystems. 
So, if a SAN is composed of multiple RAID systems of various speeds, plus 
tape and optical archives, each partition of the SAN may include portions of 
these different storage resources. This is something a MSR strategy may use 
when client population grows beyond certain thresholds. Furthermore, each 
partition in a SAN can be controlled by its own server or server cluster. Of 
course the network and system administrators have the freedom of assigning 
storage resources to different partitions in any combination. Each department in 
an organization might be allocated its own partition, and can determine its own 
file migration, redundancy, and backup requirements. Applications demanding 
large volume space for their intermediate computational steps will find the idea 
of using small scale partitioned storage networks very useful. 

1.6.2 SANs«& MSR Technology: a handshake? 

We have seen some specific components and technologies underlying the 
SANs in the above section. Below we shall discuss their use and impact in the 
context of MSR technology, the subject matter of this book. 

Although SANs hold great promise for scalability and efficiency in handling 
of huge volumes of data, their prospects of a successful deployment as primary 
components of a VoD architecture are dim, at least based on the specifications 
and cost of contemporary Fibre-channel based implementations. This is mainly 
due to their overwhelming cost, especially when viewed as part of a networked 
multimedia (public) service infrastructure. Also, given that VoD services gen­
erate traffic that can be easily anticipated and predicted for the duration of a 
client's session, their needs can be more easily and economically catered for by 
strategically placing existing multimedia databases and repositories at vantage 
locations to minimize large client access times. 

Since MSR strategies operate at the application level there is still room for a 
future fusion between the two technologies. SANs will make a difference to 
multimedia applications when operated on smaller domains. With MSR, if ser­
vice providers decide to operate in smaller domains with proxy-based control, 
the integration of SANs would speed up content retrieval, especially with a mul­
titude of storage devices and vast storage space available for local users. With 
SANs, MSR can make a difference in rendering highly customized services 
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Figure 1.10. Diagram showing the integration of MSR technology with SANs on a small scale 
multimedia service domain 

to users, as the domains are now considered smaller with fairly larger storage 
space. 

One could envisage a typical S AN-MSR architecture as the one shown in Figure 
1.10. MSR built-in with SANs will wisely discriminate user data traffic and 
media traffic and it is expected to maximize the number of users or user requests 
that can be supported from such a smaller domain. This does not preclude the 
possibility of services to users outside the domain. Employment of smaller do­
mains will boil down to improved service levels while accommodating a larger 
number of user's requests. Thus with distributed control being exercised in the 
implementation of MSR technology, support of SANs will be indefatigable and 
unavoidable, especially due to ever surmounting user demands. 

One of the welcoming aspects of SANs under MSR technology is the gain 
that is achieved by splitting the storage/retrieval traffic from main network-user 
traffic. Since in every local domain a huge amount of space could be avail­
able, media data migration that is transparent to the users can be carried out 
between domain controllers/schedulers, without much effort or lengthy negoti­
ations. This is particularly useful when, say, movie profiles are used to control 
the storage space. This means that as long as the popularity of a movie is 
fairly large, a site continues to retain the corresponding data files. However, 
when popularity degrades, which means lesser demand traffic, then it is wiser 
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to move it to remote sites or slower/cheaper storage sites/devices. Usually in 
conventional and existing implementations, negotiations need to be performed 
and least-recently-used type algorithms work to provide space for a newly in­
coming movie. With SANs in place, this seldom becomes a primary issue of 
concern and movie can be migrated to a remote site. Possibly, an infrequent 
broadcast of the capacities available within the domains is what needs to be 
implemented. In addition, mirroring/replicating of media data for casual and 
sporadic demands can be easily accommodated. 

A huge benefit for MSR-based systems from the deployment of SANs in local 
domains, would materialize because of the existence of large pervasive storage 
space. Inter-net traffic that currently bogs down large-scale VoD systems could 
be largely replaced by intranet traffic between the clients and their local SAN. 

1.7. Concluding Remarks 
In this chapter we have introduced some of the key concepts that underlie the 

design philosophy of the MSR strategies. Also, we have discussed contempo­
rary solutions used in the VoD domain, along with their associated advantages 
and shortcomings. We have studied and elaborated on the constraints imposed 
on the workings of single-server VoD systems, that are usually employed by 
service providers. The Fellini server, a typical architecture representing mid-
1990s works is also presented. We have also discussed a number of enabling 
technologies that relate to the storage and the network subsystems respectively. 
RAID arrays provide availability and speed improvements, while multicasting, 
simulcasting and other network protocols can conserve network resources and 
allow for improved scalability. Network scalability and quality adaptation is 
also the motivation behind the scalable video technology presented in Section 
1.5. With the focus of the book being the design of MSR technologies, we 
devoted a significant part of this chapter on Storage Area Networks, as an MSR 
system could profiisely use SANs technology. The discussion that follows our 
introduction of SANs and associated technology, raises many possibilities for 
interoperability between SANs and MSR systems. In Chapter 2 we discuss 
the theoretical design, analysis and performance evaluation of two MSR strate­
gies. Chapter 8 demonstrates one real-life MSR implementation showing the 
feasibility of the technology. 



Chapter 2 

MULTIPLE SERVERS RETRIEVAL STRATEGY 
DATA PARTITIONING APPROACH 

2.1. Introduction to Multiple Server Technology 
In Section 1.2.3, we have seen how to retrieve a long duration media docu­

ment form a single-server system. The recommended portions considered the 
link bandwidth between the client and the server as well as the playback rate 
of the media at the client end. This is a typical service style of a networked 
client-server system. We have also seen how a single server serves more than 
one client and uses an admission controller to maximize the number of clients 
it can serve in Section 1.2.3. However, in this analysis, we have not taken 
into account the non-zero network delays. In contrast, the formulation of Sec­
tion 1.2.3 focused on the impact of disk systems and also showed how storage 
specifications affect the admission control and service quality. However, sev­
eral real-time applications demand the response of the media servers to be as 
quick as possible in order to make the underlying mission successful, hence 
network delays cannot be ignored. In this chapter, we will introduce a novel re­
trieval strategy that particularly suits long duration media such as feature-length 
movies (typically longer than 60 and usually around 90 minutes in duration) 
for Video-on-Demand (VoD) or Movie-on-Demand (MoD) applications'. Be­
low we will see the need for such a multiple server technology for modern day 
high-bandwidth applications. 

With the increasing popularity of multimedia services on network based en­
vironments, there is a continuous thrust in achieving an optimized design for 
multimedia servers and network service providers. The main attraction of these 
services is that viewing and presentation control is handed over to the user, in 

' Hereafter we will use VoD and MoD interchangeably in this book. 
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contrast with conventional video broadcast services as cable TV. A particular 
movie can not only be made available to a user at his/her convenience (as with 
video cassettes), but the user can also have complete control on all aspects of the 
different media involved (audio, video), as for example the physical layout of 
the screen. Also, with an increase in demand for a particular movie, depending 
on the popularity profile, viewing cost per user can also be reduced consider­
ably when clever placement of movies at strategic locations on the network is 
carried out. The effort for the development of such systems and services would 
be futile without the availability of high performance computers and high speed 
fiber optic networks that offer the capability of supporting such demands. 

The above mentioned application and other (futuristic) applications like MoD, 
collaborative video editing and synthesis of multimedia objects and other net­
work based distributed applications, will be attractive only when the available 
network bandwidth and other necessary resources are cleverly utilized. While 
using state-of-the-art technology to realize such applications is always a solu­
tion, the established -network mostly- and slowly changing infrastructure leaves 
no alternative but to carefully plan and utilize what is currently available. Owing 
to the continuous thrust in developing multimedia services on network based en­
vironments, the service providers situated at geographically large distances can 
co-operate and share their documents in order to serve their local subscribers. 
Once a document is available locally, in turn, each service provider can choose 
the appropriate admission control and scheduling algorithms to maximize their 
servicing capabilities. We believe that this multi-tier service architecture, pro­
vides an elegant solution for developing such multimedia services, since the 
data sizes that are involved are very large. Another motivation underlying this 
support is from monetary aspects. It will be prohibitively costly if one tries to 
replicate all the media documents across all the sites, to provide efficient ser­
vice. Of course, replication of the documents may take care of the performance 
to certain extent, although monetarily such a scheme may not be desirable. 

Also, applications like virtual multimedia conferencing or virtual group dis­
cussions, will be attractive and viable, only when the on-line discussions are 
captured and presented without any temporal delays. If however, the subject 
of discussion is currently not available at the local service provider, then the 
corresponding document would have to be downloaded from a remote site in 
which it is available. Since the sites are typically geographically apart and 
downloading would involve the transmission of large volumes of data, it would 
take quite an amount of time before the entire document is downloaded and the 
discussion at the local site initiated. This waiting time may be annoying to end 
users, especially if the discussion depends on making time critical decisions. 

An illustrative example presented in the next section clearly describes the mo-
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tivation for this research. In this chapter we precisely address the problem of 
minimizing this waiting time or the access time for similar and allied network 
based multimedia services. The key idea is to divide the media document into 
several disjoint portions, which are then retrieved from several servers, taking 
into account each client-server connection bandwidth. Since we partition the 
document, this approach shall be referred to as data partitioning approach, 
hereafter. Also, this data partitioning approach, to a large extent presents a 
unified theoretical framework that suits most of the existing network-based dis­
tributed multimedia services and also opens a new avenue for the researchers in 
this field. The theoretical framework is accompanied by an in-depth analysis of 
the behavior of the proposed strategies that leads to the design of more refined 
approaches in the chapters that follow. Whenever appropriate, we also make 
comparisons with the Single Server Retrieval Strategy (SSRS), that bring out 
the true potential of the suggested multiple server strategies. 

2.1.1 Network architecture 
We envision a network consisting of a set of service providers serving each 

locality (see figure 2.1)^. Each service provider has a directory facility, which 
registers the available documents at various sites. Whenever a user requests 
a movie, this directory service will produce a list of servers that can supply 
the requested multimedia document. Thus, if the requested multimedia docu­
ment is not locally available, the service provider will request the other service 
providers to upload that document to its local site. Thereafter, whenever a re­
quest for this document arrives, the local server can use the stored document. 
This service provider could be the multimedia server itself, if it has adequate 
resources for supporting this service. In such a large network, the user re­
quests may originate anywhere, and servicing these requests should incur the 
minimum possible delay. If not, such a multimedia service becomes less attrac­
tive. A survey [16] on monetary issues provides a good hope of realizing such 
multimedia applications on network based environments and opens avenues to 
pursue further research in this domain. 

In the case of networks that span a large area wherein the server sites are geo­
graphically distributed, communication from one site to the other will incur a 
finite amount of non-zero delay. One of the attractive features of such multime­
dia services on networks lies in keeping up the promise of a smooth presentation 
without any audio-visual discontinuities. Unless clever strategies are adopted 
in retrieving the video blocks amidst the presence of these communication de­
lays, this objective may not be met. We model the communication delay as 
a quantity that is directly proportional to the length of the video data that is 

^Figure 4.1 presents a slightly more detailed version. 
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Multimedia server 

Local customers 

Figure 2.1. Networked Multimedia Servers Servicing Customers 

carried over that established communication path (virtual or circuit switched) 
to the service provider. This is unlike the model proposed for pyramid broad­
casting technique-^, in which the video blocks in the successive retrievals are 
of increasing sizes. In this multiple server technology, the available commu­
nication bandwidth and the display/playback rate of the video clip are the two 
major system parameters that are considered, and this chapter focuses in the 
design and analysis of retrieval strategies that minimize the access or the wait 
time of the users. 

2.1.2 Distinct advantages in using Multiple Server Retrieval 
We now highlight some of the key inherent advantages in using a multiple 

server approach. Since this strategy primarily involves more than one server 
for retrieving the document and rendering the VoD/MoD service, this strategy, 
and hence the technology associated with this service infrastructure is referred 
to as Multiple Server Retrieval(MSR) strategy, hereafter in this book. A MSR 
scheme inherently subsumes the following advantages. Firstly, on a network-
based service rendering environment, if a single server system, however sophis­
ticated it may be (in terms of speed and capacity) is used there is a continuous 
"work pressure" that is enforced on the system. For instance, when there is 

•'See the bibliographic notes for pyramid broadcasting. 
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a continuous demand for a long duration video retrieval by several clients, a 
significant amount of the time is spent in servicing these requests, while some 
small number of requests demanding short services may undergo long wait­
ing times. By employing a MSR strategy, the work pressure can be balanced 
among the servers. Secondly, by using a MSR strategy, even low-bandwidth or 
heavily-loaded servers, that may not be usable on their own, can now be signif­
icantly contributing to a group of several servers that upload a movie. Thirdly, 
considering fault-tolerance aspects, which are treated in Chapter 7, even under 
server/link failures, the workload imbalance can be graceftilly taken care of by 
the remaining servers, in a multiple server environment. Since multiple servers 
are engaged in the retrieval process, failure of one or more servers, will allow 
the service to continue without any interruption so long as there is at least one 
server operational. In fact, with a clever design of a retrieval strategy, the clients 
will continue to view the presentation while a certain number of servers may 
"die" and come back to "life" after some time. In contrast, with a conventional 
system, the clients will most probably need to be rescheduled at the expense 
of their presentation continuity. Also, as shown in rigorous simulation studies 
in the literature [105, 11], scalability of the physical system and heterogeneity 
of the system, can be easily accounted in the design, as the size of the portions 
retrieved from each of the servers depends on the available bandwidth and play­
back rate of the movie. In effect, a MSR strategy has a natural load balancing 
capability built-in its design. Each server participates according to its available 
capacity and/or its connection bandwidth to the client, collectively offering a 
service far superior than anything it could offer on its own. Finally, from service 
provider's perspective, since each server, on the whole, is engaged only for a 
short while in retrieving a portion of the media document, the number of clients 
that can be entertained simultaneously can be potentially maximized. Thus 
MSR offers a clear win-win situation for both the customers and the service 
providers. 

2.2. Problem Definition and Preliminary Remarks 

In this section, we present the problem more formally, describe the network 
architecture that is considered, and introduce the necessary definitions, nota­
tions and terminology. 

The network model consists of a pool of TV multimedia servers each serving 
their respective customers (see figure 2.1). The requests for viewing a movie 
of a long duration (typically of 100 to 120 minutes) arrive at these servers from 
its local customers. These servers are by and large, powerful workstations with 
sufficient amount of bandwidth capacity and memory space to serve a maximum 
number of users concurrently by employing efficient admission control algo­
rithms. Upon an arrival of a request, the server seeks the requested multimedia 
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document. We interchangeably use the terms service providers and servers as 
per the context. If the document is available locally, then usual retrieval and 
presentation techniques as described in the so far literature can be employed to 
serve the request. However, if the requested document is not available, then the 
server with its directory service facility, a kind of look-up table procedure, de­
termines the server sites at which the requested multimedia document is present. 
It then obtains a set of server addresses from which the document may be re­
trieved. The requested multimedia document is then retrieved by employing 
a MSR strategy demonstrated through the following motivating example. We 
introduce the necessary notations and terminology in the example for the ease 
of understanding. 

2.2.1 Motivating example 

Consider a scenario in which a requested multimedia document is not avail­
able locally at a server denoted as, S. Let the requested multimedia document 
be present at the sites 5*0, Si, and S2. Let the total size of the movie requested 
be L = IGB. Further, let the channel bandwidths in terms of the time delay 
encountered per unit load transfer, measured in seconds per unit load, between 
each of these servers to S be denoted as bun * = 0,1,2. It may be noted 
that we are referring to the inverse of the channel bandwidth, however, we will 
continue to use the terminology bandwidth while referring to this quantity. Let 
these quantities(expressed in seconds per Mbit or in seconds per Mbyte) be 
bw{) = 1, hw\ = 2, and bw2 = 3, respectively. Thus, with our definition, 
in this example, bwQ is the fastest channel, bw\ is the next fastest and so on. 
Hence, sending a unit load on bwa takes less time to reach S than from oth­
ers. We assume that when the server S receives the document from another 
server, it starts the playback simultaneously at the user terminal. A discussion 
on this aspect is presented in 2.5. After locating the respective servers having 
the requested multimedia document (in this case servers 0 to 2), server S adopts 
the following strategy. From each server a portion of the entire document is 
retrieved and the parts are collected by S in a particular order. Upon receiving 
a portion from SQ, the playback is started at the user terminal. Let the inverse 
of the playback rate(expressed in the same units as the bwi's), denoted as Rp be 
5.3333 units (MPEG I stream). Now, the retrieval strategy is such that before 
the playback of this portion comes to an end, the next portion of the requested 
multimedia document is collected from Si. This process is repeated for all the 
servers participating in the retrieval process. 

This example describes one of the possible MSR strategies, namely the sin­
gle installment retrieval strategy. Later, we will see an example for the case 
of the multi-installment strategy. This strategy has some inherent advantages. 
Firstly, it retrieves disjoint portions from different servers and thus, minimizes 
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the retrieval time. Secondly, the strategy inherently takes care of continuity 
requirements, which are crucial when implementing such a strategy on net­
work based environments. Thus, the continuity in the presentation is one of 
the aspects that a MSR strategy guarantees in the retrieval process apart from 
access time minimization. A fundamental assumption of all the analysis that 
follows is that the playback of a portion of the document is (or can be) initiated 
after this portion is completely received from the corresponding server. For 
the reason we also call this approach as a Play-After-Retrieval (PAR) strategy. 
In Chapter 4, we relax this assumption and examine the effect on performance 
when playback and retrieval are concurrent. 

The access time or the wait time is defined as the time between the start of the 
downloading and the start of the playback [13]. The access time is directly pro­
portional to the size of the portion retrieved from server SQ, i.e., starting from 
the time at which the downloading starts to the time at which the playback starts. 
An immediate naive choice would be to make this size as small as possible to 
minimize the access time of the entire multimedia document. However, in that 
case we will later show that the presentation continuity cannot be guaranteed 
by choosing the first retrieved portion arbitrarily as small as we desire. Hence, 
using this strategy, the problem now is to decide on the optimal sizes of the 
portions of the multimedia document to be retrieved from each of the servers, 
satisfying the presentation continuity, using the bandwidth constraints, and the 
playback rate constraints to minimize the access time. 

In the above example, we see that the following size distribution mo = 85.997 
MBytes, mi = 272.3235 MBytes, m2 = 665.679 MBytes satisfies the con­
straints, where m^ is the size of the data retrieved from server Si, i = 0,1, 2, 
respectively. For this distribution, the access time (following the definition) is 
given by mobwo = 85.997 sees. 

An elegant representation of this retrieval strategy is by means of directed/low 
graphs (DFGs)''. Figure 2.2 shows the directed flow graph for this example. 
The communication nodes at the first level are assigned a weight equal to the 
total communication time of the portions of the multimedia document they are 
transferring to S. The dots on these communication nodes indicate that all these 
servers start their downloading simultaneously at time t units. Without loss of 
generality, we assume t = 0. If mo is the portion of the multimedia document 
communicated by 5*0, then the total communication delay (which is the weight 
of the node 0 (see figure 2.2) is given by mobwQ. The second level nodes are 
referred to as playback nodes. The weight of the playback node 0 is propor-

''Directed graphs are usually used to capture any precedence relationships between the nodes in the graph. 
The nodes of the graph may represent program modules, events or states in general. 
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Figure 2.2. Directed Flow Graph representation for the case of 3 servers. 

tional to the total time of playback of that portion of video, given by moRp, 
where Rp is the inverse of the rate of playback expressed in seconds per unit 
load of display. The directed arrows depict the causal precedence relationships 
between the node events. Thus, at S, the display of the portion from 52 starts 
only after the display of the portion from ^i is completed and also the portion 
from 52 must be completely available. 

2.2.2 Some definitions 
Throughout the chapter we will use the following definitions. 

1. Retrieval schedule distribution: This is defined as an TV ordered tuple m 
given by 

m = (mo,mi,...,mw_i) (2.1) 

where, m, is the portion of the multimedia document downloaded from 
server 5,;, i = 0,1,2,..., A/' - 1. Further, 

fc=0 

(2.2) 

and 
0 < m , < L, I = 0 , l , . . . iV- 1, (2.3) 

The set of all such retrieval schedule distributions is denoted as V. 

The Access Time or the wait time is defined as the time between the instant 
at which the servers start uploading their portions to the time at which the 
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presentation starts. This is denoted as, A7\m). 

Typically, this is the time to access the first portion of the downloaded data, 
given by mobwo, where bwo is the bandwidth of the established communi­
cation path from So to S. Hereafter, we shall use the term "access time" 
throughout the chapter. 

3. Minimum access time is defined as, 

AT* = mm„gr^T(m) (2.4) 

Thus, from the above set of definitions and the strategy illustrated in the above 
example, the objective is to minimize the access time by determining the optimal 
sizes of the portions of the video to be retrieved from different servers involved 
in the retrieval process. 

2.3. Single Installment Retrieval Policy 
In this section, following the retrieval strategy mentioned in the previous 

section, we shall analytically determine the sizes of the various portions re­
trieved from all the TV servers. We then derive a closed-form solution for the 
minimum access time. It will be shown that the continuity and the bandwidth 
constraints are implicitly considered, stemming naturally as a property of the 
optimal solution in the analysis. 

Figure 2.3 shows a generalized version of the example illustrated in the previous 
section, with N servers. From figure 2.3, we can derive a relationship between 
the communication nodes i and i -f-1 and the playback time of the portion m,; 
with the use of causal precedence relations and continuity constraint as, 

rui+ibwi+i < rriibwi + miRp, i = (],l,..., N - 2. (2.5) 

Let us denote [bw,, + Rp)/hwi+i = Pi- Using in (2.5), we have, 

'TT'i + l < ITT-tPi, , i = 0, ..., N — 2. (2.6) 

One can solve these set of recursive relations with equality conditions. Using 
equality relations in (2.5) and (2.6) produces the maximum size of all document 
portions other than mo. So under the constraint of (2.2), this yields the minimum 
rn.Q or equivalently the minimum access time. Thus, we have a recursive set of 
(TV — 1) equations with equality relations from (2.6). Each m, in (2.6) can be 
expressed in terms mo as, 

j ~ i 
m.j =mQ'[[pk, j = l,...,N-I. (2.7) 

k=0 
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Figure 2.3. Directed Flow Graph representation using single-installment strategy for multimedia 
document retrieval from N servers 

In general, the continuity relationship^ states that the playback duration of a 
portion of a video must be greater than or equal to the total retrieval time of 
the immediate successive portion of the video. Otherwise, the continuity of the 
presentation will be lost and leads to a considerable performance degradation. 
In the above set of recursive equations, it may be noted that we have taken care 
of this continuity constraint by using the equality relationships rather than the 
inequality relationships. That is, the next playback will start immediately after 
the current playback comes to an end. Thus, when these set of linear recursive 
equations are solved with equality relationships, we obtain the minimum ac­
cess time, as the solution set (mo to mjv-i through this procedure) gives the 
minimum value of rriQ. Equation (2.7) generates A'' — 1 equations, but we have 
N media portions. However, along with (2.2), we have A'' equations which can 
be solved to obtain the individual disjoint portions of the requested multimedia 
document. Substituting each mj from (2.7) into (2.2), we obtain, 

mo 
1 + E;=-/ n̂ : Ipk 

(2.1 

^See [89] for further reading on continuity constraints. 
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Substituting (2.8) in (2.7), we obtain the individual sizes of the portions as, 

,_ . ^ rifc^o Pk 2̂ 9) 

for al\j = l,...,N-~l. Note that the access time (see figure 2.3) is given by, 

AT{m) = mobwo = 7 -— ^ (2.10) 
(l + EplVn£jpfc) 

where we have used (2.8) for mo. The retrieval schedule distribution demon­
strated in the motivating example in the previous section is derived through 
these set of formulas. 

2.3.1 Homogeneous channels 
We consider a network with identical channel bandwidths or a channel that 

is shared by several servers. In other words, we have, bwi = bw, for all 
i — 0, ...,N — 1. The individual sizes of the portions retrieved from the servers 
So till SN~I are given by, 

mo = ^ f c ^ (2.11) 
p" — i 

mj = ^^^~yf, i = l , . . . , J V - l , (2.12) 

where we have used bwi = bw for all i = 0,1,..., N — 1 in (2.8) and (2.9) to 
obtain these expressions. Hence, the access time is given by, 

• „ . ^ L bw (p — I) 
AT{m) = mobwo = JTZY^ (^.13) 

We shall later present a detailed discussion on the behavior of this homogeneous 
system. 

2.3.2 Effect of sequencing on the access time 
It is worth noting at this juncture that throughout the above analysis we have 

assumed that retrieval follows a particular order, referred to as fixed sequence. 
So to SM-1- Given a set of A'' servers, we have A''! retrieval sequences possible. 
However, one may wonder if it could be possible to gain performance by varying 
the sequence in which the multimedia document is retrieved from the servers. 
The following lemma and theorem prove that such a behavior is not possible 
when a single installment strategy is employed. 
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Lemma 1. Let the access time of a requested multimedia document by the 
server S be denoted as AT{m, a{k, k + 1)), where 

i7(k, fc + 1) = (5'o,..., 5fc_i, Sk, Sk+i; Sk+2, •••, SN^I), 

denotes the sequence in which the requested multimedia document is retrieved 
from the servers. Then, for a sequence 

a'{k,k + 1) = {So, ...,Sk~i,Sk+i,Sk,Sk+2, •••,5'yv-i) 

, the access time AT{m/, (T'{k, k + 1)) is equal to AT{m, a{k, k + 1)) where, 
cr'(/c, k + I) denotes a retrieval sequence in which the adjacent channels k and 
k + l are swapped, i.e., portion from server Sk+i is retrieved first and then from 
server St-

Proof. The denominator of (2.10) can be written as: 

denom.{m,) = 1 + po + PoPi + P0P1P2 + .. . = 1 +po(l + Pi(l + P2{- ••)))) 
(2.14) 

We can distinguish two cases depending on whether the first server ^o is in­
volved or not. If 5*0 is not involved, when a switch is made between two 
successive servers, the new denominator is different from the original one in 
three pterms. This difference can be written as 

denom,{m,) — denom,{m) = 

Rp + bwj-i / Rp + bwj+i f Rp + bwj 

bwi+i \ bwi \ bwi+2 

Rp + bw,,-i (^ Rp + bw., / Rp + bwi,+i' , 2̂ 15) 
bwi \ bwi+i \ bwi+2 

With little algebraic manipulation, the above equation returns zero. 

In the second case, where the first two servers ^o and ^i are switched, the 
difference in access time is, 

AT (m) - AT (m') = ^^^° ^^'"^i 
denom (m) denom {m!) 

{bwodenom (m') — bwidenom (m)) 
denom, (m) denom (m/) 

By using (2.14) {denom (m) and denom (m') differ in two p-terms), the nu­
merator of the above fraction becomes equal to 

bwo \ bw2 
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.bw, (l + ^Jlp}^ (i + ^E±^)) (2.17) 
V bwi \ bw2 J J 

which in turn can be easily proven to be equal to zero. D 

The significance of the lemma is that the order in which the portions are down­
loaded affects only the respective size distribution, but not the access time when 
adjacent servers are swapped. We prove this claim in general for the case of A'' 
servers, as follows. 

Theorem 1. Given a pool of A'' multimedia servers capable of rendering the re­
quested multimedia document, using the single installment strategy, the access 
time is independent of the retrieval sequence used. 

Proof. Direct application of Lemma 1 proves the theorem. Any valid sequence 
of servers can be derived from a single sequence by iteratively switching the 
positions between adjacent servers. Lemma 1 guarantees that these operations 
do not affect access time. n 

2,4. Multi-installment Servicing Policy 
In this section, we present a generalized servicing policy, which provides a 

tuning control mechanism for the access time. This tuning provides a better 
control on the retrieval process and allows the system to adapt to the varia­
tions in the bandwidth of the network. This policy constitutes of retrieving the 
multimedia data from each of the servers 5*0 to S^-i in more than one install­
ment. This means that every server participates more than once in the process 
of uploading disjoint portions of the requested document one after other, in a 
particular order. Since this facilitates the accessing of the data by S at a much 
earlier time, the access time decreases. As in the case of the single installment 
policy, the continuity of the presentation must be guaranteed. The necessary and 
sufficient conditions for the multi-installment policy, can be derived by extend­
ing the directed graph representation of the previous section. By assuming that 
each server uploads a disjoint portion of the multimedia data in n installments, 
we can use the extended graph to derive a set of recursive equations. 

2.4.1 Recursive equations and solution methodology 
Figure 2.4 shows the directed graph for this policy. Note that we have ex­

tended the communication and playback processes from single installment to 
multi-installment using causal precedence relations (time orderliness). Let m,,^.j 
represents the part of the L in total multimedia data, that is downloaded from the 
Si server during the j-th installment, where j = 0 , . . . , n — 1. Thus, there is a 
total of Nn portions of the multimedia document that are retrieved from servers 
^o to S'TV-I in n installments. These are mo^o, ™i,o, • • •, '^w-i.Oi wo,i, • • •, 
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n"' installment 
k=n-l 

Figure 2.4. Directed Flow Graph representation using Multi-installment strategy for multimedia 
document retrieval from N servers 

mAr_i_i,..., mo_„_i,..., m/v-i,n-i. It can be easily deducted from (see fig­
ure 2.4) that tiie causal precedence relations and the continuity relationships 
impose the following inequalities: 

for all fc = 1,2, ...,N — 1. Fori = 1,2, ...,n — 1, we have, 

';V-1 k-\ 

ii=k p = l 

TOp,»: I Rp 

(2.18) 

(2.19) 

for all A; = 0,1,.. . ,7V- 1. 

The ruij parts are also connected by the normalizing equation: 

(2.20) 
•t=0 j = 0 

The minimum size of mo,o> which determines the minimum access time, can 
be obtained by seeking the maximization of all other TTT,,; ,. This goal can be 
achieved by using the equality relations in Equations (2.19) and (2.20). Deriving 
a closed-form solution from the above set of recursive equations is too tedious. 
However, since 

mi 0 = mo n • hwi 
(2.21) 
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"ikfi = rriofi n f^iHrzLl^ (2.22) 
3 

Y^ mj^l =K -L (2.24) 

3 = 1 

mk,^ = I ^ m,-,:_i + }_^mj^, 1 ̂  (2.23) 

we can reach a solution by using the following procedure. If we assume that 
mo,o = 1 we can obtain from (2.21) mifi, and from Eq. (2.22) and (2.23) 
successively all m ;̂,;. The original assumption is the equivalent of multiplying 
mofl by a constant K so that it equals unity. Because of the way niij are 
related through Eq. (2.21), (2.22) and (2.23), this process returns all mk^,. also 
multiplied by K. K can in turn be estimated from the normalizing Equation 
(2.20), which becomes: 

N~\n-l 

E 
j=0 1=0 

and this completes the solution. We denote the access time, using multi-
installment strategy, as AT{N,n), as we have now two parameters Â  an n 
to control the access time. The access time is given by, 

AT{N,n)=mofibwo, (2.25) 

where mo,o is obtained by solving the recursive equations a mentioned above. 
Following example demonstrates this strategy. 

Example 2. Suppose that the client at S requests a 2GB multimedia document 
from servers ^o, Si, S2 and 6*3, which are linked with S with 128KByte/sec 
connections. If we assume a playback rate of 4Mbits/sec, typical of a MPEG 
II document, then a single installment, i.e. n = 1, results in an access time of 
2841.67 seconds. However, doubling the number of installments results in an 
access time of 1362.0 seconds. Thus, we gain a significant decrease (of 52%) 
in the access time. 

2.4.2 Homogeneous channels 

Here too, we shall consider analysis for homogeneous channels. Thus, the 
above set of recursive relations ((2.18) and (2.19)) reduces to, 

rrikflbw < mk-iflbw + mk-iflRp, (2.26) 

for all A: = 1,2,..., A'' — 1. Then, for i = 1,2, ...,n — 1, we have, 

f N fc-i \ 
rrik^ihw < ^ m p , j _ i + ^ m ^ ^ i Rp (2.27) 

\p=k p=l / 
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for all fc = 0,1, . . . , N — I. Denoting, Rp/bw as a, we have, 

mkfl < TOfc_i,o(l + 0-) (2.28) 

for all k = 1,2,..., N - 1. Then, for i = 1,2,..., n ~ 1, we have, 

( N fc-1 \ 

^rup^i,-] +^mp.i\ a (2.29) 
p=k p=i / 

for all k = 0,1, ...,N — 1. Using the equality relationship, we write, 

mk,o = rrik-iflil + a) (2.30) 

for all A: = 1,2, ...,N — 1. Then, fori ~ 1,2, ...,n — 1, we have. 

•rrik,, == > mp,,;_i + >^mp,,; a (2.31) 

for all fc = 0,1, . . . , iV - 1. Eachofthemfc,o, ^ = 1,...,A^ - 1 from (2.30) 
can be expressed as a function of mo,o as, 

mfc,o = rnofiP{a, k), (2.32) 

where, P{a, fc) = (1 + a)''~^. It is worth noting that the polynomial P{a, k) 
contains binomial coeflRcients when expanded. Also, it may be observed from 
(2.31) that to obtain mfc,i for any j > 0, we need to simply add A'̂  of its preced­
ing terms and multiply by a CT. 

We define a transformation k = i{n — 1) + jN, and denote the portions of 
the multimedia document retrieved from SQ, ...,SN-I in n installments as, 
Qk, k = 0,1, . . . , Nn — 1, where k is as defined above. For instance, when 
N = 4 and n = 2, mi,i which is actually the second installment for server ^i is 
denoted by Q 5, as fc = l.(l) + l.(4) = 5. Thus, with this notation and transfor­
mation, and with (2.31) and (2.32), we can easily generate the following table. 
We have shown the table for N = 4 and n = 2 case. The entries in each row of 
the table are the coefficients of the respective powers of CT. Thus, the maximum 
number of columns will be Nn — 1. As an example, m i i corresponds to the 
row Qs, given by (2.31) as '3a + lOa'^ + lOcr"^ + 5CT'^ + a'', and the entries are 
precisely these coefficients of the various powers of fi. 
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7 -> 0 1 2 3 4 5 6 7 
rriij 
0,0 
1,0 
2,0 
3,0 
0,1 
1,1 
2,1 
3,1 

k 
0 
1 
2 
3 
4 
5 
6 
7 

1 
1 
1 
1 
0 
0 
0 
0 

0 
1 
2 
3 
4 
3 
2 
1 

0 
0 
1 
3 
6 
10 
12 
12 

0 
0 
0 
1 
4 
10 
20 
31 

0 
0 
0 
0 
1 
5 
15 
35 

0 
0 
0 
0 
0 
1 
6 
21 

0 
0 
0 
0 
0 
0 
1 
7 

0 
0 
0 
0 
0 
0 
0 
1 

Thus, generalizing this idea, we have the following boundary conditions and a 
recursive definition to generate a particular entry E(i,j) in the table for arbitrary 
N and n. 

The boundary conditions, which generate entries for the first installment n = 0 
are given by, 

£;(A;,0) = l,VA; = 0 , l , . . . ,A/ ' - l , (2.33) 

E{k,Q) = 0,yk = N,...,Nn-l, (2.34) 

E{k,j) = 0,Vj > fc, andfc,j = 0 , l , . . . ,A^n- l , (2.35) 

Eik,j) = E{k-l,j-l) + E{k-l,j),\/k = l,2,...,N~X236) 

Note that the first entry E{0,0) is assumed to be equal to 1. This is just for the 
purpose of generating the table entries as a function of mo,o which is assumed 
to be unity. However, when actually solving the recursive equations, we can 
express each of the rrii^j as a function of mo,o- Now, for the remaining rows, 
Qyv,-.-,QA'n-i,wehave, 

E{k,j)= J2 E{p,j -l),\/k = N,...,Nn^l, J ^l,2,...,Nn-l, 

(2.37) 
Thus, we have for Q5 = mi,i = S(5,0) + £(5, l)cr + ... + £;(5,4)cr4 + 
E{5,5)(7^'. This is nothing but the polynomial shown above. Following this 
notion, we can write rui^j as, 



46 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

We have a total of Nn unknowns with Nn — 1 equations. As in the previous 
section, we use the normalizing equation, 

Nn~\ i 
5 ] ^ i 5 ( i , j > ^ = L (2.39) 

to have a total of Nn equations to solve for all the unknowns. Note that each 
of the mij can be expressed in terms of mo,o, by using the recursive definition 
of (2.38) and using (2.39), we obtain, 

L 
mQo==—jTj—1 • ! (2.40) 

where, E{i,j) is generated by using equations (2.34) to (2.37). 

Thus, given a set of N multimedia servers having identical channel bandwidth 
connections, it is easier to obtain the optimal sizes of the portions of the multime­
dia document to be retrieved from each server by immediately using equations 
(2.34) to (2.40). 

2.5. Discussions on MSR Strategy 
The problem tackled in this chapter presents a generalized approach to the 

theory of minimizing the access time for network based multimedia document 
retrieval/distribution. Researchers in this field have addressed the problem from 
different perspective, however, on different application specific requirements. 
For instance, the results equally apply to a single server multiple client multi­
media video-On demand system by replacing the bandwidths specified in this 
chapter by the disk bandwidths. On a network based environment, one of the 
crucial bottlenecks being the available bandwidth, the treatment we presented 
suggests an elegant solution to minimize the access time. Future network based 
multimedia applications demanding a trade-off between the available network 
bandwidth and the service from geographically well separated servers become 
the natural candidates of the problem addressed in this chapter. We shall now 
present some interesting observations made during the analysis. 

We have derived the closed-form solution for the partitioning problem in a 
single-installment strategy. By using the recursive procedure, obtaining the op­
timal sizes of the media portions (solution set) retrieved from the servers, can 
be achieved with 0{N) time complexity. An attractive and interesting feature 
of this strategy is that the optimal solution evolves naturally as we solve the set 
of recursive equations (2.7) with equality constraints (capturing the continuity 
relationships) together with (2.2). As it is evident from the closed-form solu­
tion, the access time monotonically decreases as we tend to utilize more and 



Multiple Servers Retrieval Strategy : Data Partitioning Approach 47 

more servers. Figure 2.5 shows the behavior of the access time with respect 
to the number of servers utilized for the case of homogeneous channels, i.e., 
when bwi = bw, for all the channels. As expected, as the requested multimedia 
document is available on more servers, the access time decreases, as we tend to 
utilize all the probable servers. In the figure, we have shown the plots for typ­
ical MPEG-I and MPEG-II video streams with 1.5MB/s and 4MB/s playback 
rates, respectively. Another important contribution in this research is the proof 
of access time invariance property on sequencing. The non-triviality lies in 
identifying such a behavior of the access time. The result of Lemma 1, though 
not astonishing, clears the fact that the access time is independent of the order 
in which the multimedia document is retrieved from the server pool, at least as 
long as communication costs do not suffer from start-up latencies. If the latter 
apply, a different outcome is produced as discussed in Chapter 5. 

Alternative to this strategy and as a future extension to the problem considered 
in this chapter is the following. It may be possible with the current day tech­
nology that a client may be able to download multiple streams at the same time 
depending on its available buffer and the bandwidth. This scheme is attractive 
as it is adaptable to varying system loads. However, the implementation of this 
scheme involves the design of efficient resource management and scheduling 
policies at the client site. In the case of multi-installment strategy, obtain­
ing a closed-form as in single-installment strategy, is tedious as equations are 
complex to solve. However, the recursive procedure proposed in Section 2.4.1 
generates the optimal sizes of the media portions from the servers in 0{Nn) 
time complexity. Also, the recursive expressions presented in Section 2.4.2 for 
the case of homogeneous channels are easier to implement as the entries of the 
table (shown for A/' = 4 and n = 2 case) can be automatically generated and 
can be reused when the number of installments or the servers varies. Another 
attractive feature of this methodology is that the speed parameters (channel 
bandwidth and the playback rates) do not influence or affect the entries of the 
table, and hence these entries {E{i,j), \/i,j can be generated a-priori and can 
be stored using the best possible data structure for computation purposes. 

As far as the performance of this strategy is concerned, a set of questions that 
might arise are the following: 

• What is the relationship between the number of servers used and the number 
of installments? 

• Can we expect that ever-increasing the number of installments will always 
result in gains with respect to access time? 

Answers to the above questions are attempted by means of an experiment. An 
iterative procedure was employed in order to compute the access time under 
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-Access time for MPEG1, bw=0.6 Secs/Mbits, 
Rp«0.67 Secs/Mbits, L=2048 Mbits 

-Access time for IVIPEG2, bw =0.5 Secs/Mbits, 
Rp=0,25 Secs/Mbits, L=2048 Mbits 

3 4 5 

Number of servers 

Figure 2.5. Access Time vs Number of multimedia servers using MPEG-1 and MPEG-II Streams 

ever-increasing number of installments. The document size was set to 2GBytes 
and the playback rate Rp to 2sec/MByte, typical of a MPEG II stream. The 
number of servers varied from 2 to 30 and their bandwidth from 1 sec/MByte 
to 32sec/MByte. All connections were considered identical, i.e. bw,, = bw 
The iteration stopped, either when increasing the number of installments by 1 
resulted in less than 5% gain in access time, or when the access time fell below 
1 second. The number of installments at which the process ended is plotted in 
figure 2.6(a). Figure 2.6(b) shows the corresponding access times. The y-axis 
is labeled as L bw in order to give a measure of the time necessary to download 
the multimedia document from a single server. The usage of the L bw prod­
uct is not a way for normalizing things. Actually, using different bandwidths 
with loads that have identical L bw products results in different (quantitative) 
behaviors. 

A striking observation (see figure 2.6) is that there is a barrier beyond which 
increasing the number of installments and/or the number of servers cannot ben­
efit the access time. This barrier is network capacity related and it can result 
in very poor performance. Just before this barrier is reached, the number of 
installments that are suitable for near optimum performance grows rapidly and 
falls the same way after the barrier is exceeded. Before the barrier is reached, 
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(a) 
Installments 

40 Installments 
20 

10 

Servers L*bw 
(hr) 

Figure 2.6. (a) Number of installments where the access time falls below 1 sec, or where an 
additional installment would improve the access time less than 5%, against the number of servers 
and connection speed, (b) The corresponding access times for the installments shown in (a). 

the network connections are fast enough to guarantee that even with a small 
rriQfl the portions of the document will reach the client prior to their turn for 
playback. Increasing the number of installments has just that effect, i.e. keep­
ing TOQ^O small. After the barrier is exceeded, mo,o must be a large portion of 
the document in order to guarantee that the continuity constraints hold. As a 
result, the access time escalates while increasing the number of installments 
does not serve the purpose. 

The relationship between the number of servers and number of installments is 
more clearly seen in Figures 2.7(a) and (b) which depict an experiment identical 
to the one described above, with the exceptions of 

1 Adding more servers in the previous case, actually scales the client's con­
nection bandwidth, which is not the usual case -for Internet at least- con­
nections. So in this case, there is a shared connection whose bandwidth is 
divided among all servers. 

2 The shared bandwidth ranged from 0.5 sec/MB to 4 sec/MB 
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(a) 

Installments' 

(b) 

1.6 

(hr) 

Figure 2.7. (a) Number of installments where the access time falls below 1 sec, or where 
an additional installment would improve the access time less than 5%, against the number of 
servers and connection speed. The difference from Figure 2.6(a) is that the servers share the 
same connection to the document requesting party, (b) The corresponding access times for the 
installments shown in (a). 

The number of servers and installments are perpendicular ways for maximizing 
server utilization under the multi-installment strategy. This is clearly seen in 
figure 2.7(a), where as the number of servers increases, the near optimum num­
ber of installments decreases. This can work the other way around, i.e. instead 
of increasing the number of servers, the number of installments can be modified 
to achieve a target access time. Of course, there are limits to this approach espe­
cially if each connection is independent of the others (see figure 2.6). As a final 
remark, the multi-installment strategy has an inherent advantage in managing 
the available buffer at the client's site. If the buffer size available is limited, 
then the best possible way to optimize the performance is by the use of multi-
installment strategy, as the sizes of the individual chunks retrieved are smaller 
than the individual sizes recommended by the single installment strategy. This 
in a way makes the scheme attractive, as the existing limited resources(buffer 
capacities) are cleverly utilized without any additional resource investment. 



Multiple Servers Retrieval Strategy : Data Partitioning Approach 51 

One may suggest that the multi-installment strategy fails to address the need 
to use the available multimedia servers for servicing multiple client requests. 
This, however, falls outside the scope of this chapter. Serving multiple clients, 
calls for employing other administration policies for allocating the bandwidth of 
each server. The strategies presented here are suited for analytical or otherwise 
systematical evaluation of such policies, which could very well be the subject 
of further research. For example, as Figures 2.6 and 2.7 indicate, MSRSs can be 
used to determine the minimum bandwidth that each server should allocate for 
a single request while keeping the access time to a minimum. In Chapter 3 we 
discuss on strategies that can handle multiple clients using this MSR strategy. 

2.6. Concluding Remarks 

In this chapter, we have introduced the MSR technology and the key idea 
behind it. We presented a generalized approach to the theory of minimizing the 
access time of retrieving a multimedia document requested by a client. On a 
network based environment, we have shown the impact of non-zero communi­
cation delays on the performance. We have designed and analyzed two different 
retrieval strategies that minimize the access time of the multimedia document. 
The single and multi-installment strategies proposed, can provide a basis for 
improved quality services in the emerging markets of VoD or MoD. Given the 
limiting technological aspects of the current network -mainly- infrastructure, 
these strategies form not just the basis for improved services, but can be the 
only way to realize them. In general, these strategies are designed to suit most 
of the network based multimedia applications in which a large volume of data 
needs to be transferred between sites incurring a considerable amount of com­
munication delays. Approximations to the strategies and the model presented 
in this chapter precisely address the problems in the domain of multimedia ap­
plications in which the impact of network delays and bandwidth are significant. 

In the case of the single-installment strategy, we have derived closed-form so­
lution for the individual sizes of the portions retrieved from various servers and 
the corresponding access time. We have extended the analysis to the case of ho­
mogeneous or shared channels. In the case of the multi-installment strategy, we 
have presented a recursive procedure to obtain the individual sizes of the docu­
ment portions from various servers. It has been shown that the multi-installment 
strategy has the added advantage of fine tuning the access time, which is cru­
cial to time and delay sensitive applications. Rigorous performance tests were 
conducted to study the trade-off relationship between using several servers and 
using multiple installments. It was observed that the gain achieved by increas­
ing the number of installments is in effect similar to employing more servers for 
the job. Of course, the former approach is far more attractive as a means towards 
minimization of the access time. This also means that the available servers can 



52 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

be appropriately partitioned to attend to diiferent service requests, while at the 
same time keeping the access time as low as possible. This observation is not 
only non-trivial, but also allows an increase of the overall servicing capability of 
the network and makes such network based multimedia applications viable and 
more attractive. In the case of the single installment strategy, we have proved 
an important theorem which eliminates the need for seeking a particular server 
sequence. Although, the access time is independent of the sequence chosen, 
a deployed system may elaborate on the sequence in order to 'release' some 
servers before others. Of course, as the number of installments increases such 
actions become pointless. 

The analysis presented in the Section 2.5 can be a stimulus for developing more 
fine-tuned approaches, that take into account the ever-changing nature of the 
network environment parameters. Firstly, an interesting question is to see if 
this MSR dogma can support multiple clients! We deal with this in Chapter 
3. Secondly, constant bandwidths are rarely the case for the heavily loaded 
Internet connections that are shared by thousands of users. The volatility of 
the network connections is the key factor for future research. Although, the 
multi-installment strategy is the way to go, insuring QoS requires that a de­
ployed system assigns and possibly modifies during a session, the document 
downloading responsibilities, subject to server availability and bandwidth irreg­
ularities. We address this in Chapters 5 and 6. Since multiple servers are used, 
it is obvious to investigate on fault-tolerance, especially under network and/or 
server failures. These are dealt in Chapter 7. Thus the idea of MSR approach 
opens up several possibilities to seek best quality of services for high-bandwidth 
applications via network based service infrastructure. 

Bibliographic Notes 

There has been an extensive study on many allied problems related to this MSR 
design. A Video on-Demand(VoD) or Movie on-Demand(MoD) service which 
is usually offered on hi-speed network based environments is one of the natural 
candidates [2,10] for the problem presented in this chapter. There has been a 
continuous effort to optimize the performance of multimedia servers designed 
for VoD applications [98]. In [19], a multimedia distribution network has been 
presented. Here, the authors introduce a three tier network architecture to the 
video distribution problem on networks. Applications such as collaborative 
video editing and synthesis of multimedia objects and other network based dis­
tributed applications can be found in [24, 37, 21, 108]. These essentially focus 
in optimizing the storage and retrieval of video blocks on the disks [II] and 
also in the design of servers to maximize the number of customers. Depending 
on the popularity of the movies in a networking domain, physical placement of 
movies on particular server sites is important in optimizing the monetary cost 
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incurred for viewing that movie [18]. In order to optimize the monetary costs, 
clever placement of movies at strategic locations on the network is carried out 
[19]. Discussions on appropriate admission control and some scheduling algo­
rithms can be found in [89, 108, 79]. 

A novel technique, referred to as pyramid broadcasting, is proposed in [109], 
as a means of serving a large pool of customers in Metropolitan Area Net-
works(MANs). This technique typically supports services like VoD or MoD on 
MANs. Another closely related theme can be found in a study by Candan et al. 
[24], in which retrieval schedules are generated based on the availability of the 
network and other necessary resources with flexible presentation requirements. 
The influence of the network service providers and on the buffer resources at 
the client site are also addressed in this study. A slight variant of this service 
architecture was proposed in the study on multimedia presentation planning in 
[53]. The study presented in [105] is one of the first attempts to introduce MSR 
to the multimedia literature. 



Chapter 3 

SUPPORTING MULTIPLE CLIENTS: CHANNEL 
PARTITIONING APPROACH 

3.1. Tuning MSR Scheme for Multiple Clients: Issues and 
Challenges 

In the last chapter, we have introduced the importance and advantage of us­
ing multiple server technology. The strategies (single and multi-installment) 
clearly offer a win-win situation for both the clients and the service providers 
'. While both strategies have been treated with a detailed analysis and a thor­
ough performance study, we have not explored how these technologies could 
be adapted to efficiently handle several concurrent clients. This chapter deals 
primarily with this question and exposes the complete design of a scheduler 
which can support multiple clients. Specifically, we address the underlying 
design issues and elicit key points to consider in the design of such a system. 
All these issues are captured in an actual design that is described in Chapter 8. 

In the previous chapter, we have shown that by partitioning the video and retriev­
ing the parts from several servers, we can dramatically reduce a client's access 
time. While this technique seems promising, a more practical and intrigu­
ing question to ponder over is whether this scheme would work with multiple 
clients. The problem becomes overly complex as server bandwidths are finite 
and have to be catered among client requests. Further, for supporting multiple 
clients, the design of MSR strategy must take into account the individual play­
back rates ^ and available server bandwidth at the servers at the time of requests. 
Clearly, this is a duel between these quantities and must be accommodated in 

' Clients get an inproved Quality of Service (QoS), while the service providers can maximize the number of 
customers they can serve and leverage their IT investment. 
^These rates could be time varying quantities depending on a user's interactive commands such as fast-
forward, rewind, multiple speeds with the forward and rewind operations, pause, etc. 
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the scheduler design. Thus a top level synthesis must reflect these estimates 
of the server bandwidths to react to the varying playback demands from the 
clients, while the low-level implementation issues capture these in retrieval and 
timely delivery (transmission). In this chapter, we expose one such design of 
a scheduler that generates the schedule of events and prescribes optimal media 
portions to be retrieved from a heterogeneous^ cluster of servers. The key idea 
is to partition the aggregate server bandwidth, referred to as a channel, available 
among the servers for handling multiple clients. This approach has yet another 
significance - it is naturally built-in with an admission control mechanism that 
controls the admission of requests, taking into account the QoS for the pool of 
clients currently being serviced. Thus we refer to this approach, in general, as 
a Channel Partitioning approach. Note that this approach basically employs 
data partitioning on top of a channel partitioning method. 

In most of the existing literature and technology, a VoD system is usually con­
ceived as a system having a single video server''. However, with an increase in 
the user access rates, the network bandwidth becomes a natural bottleneck, espe­
cially for a network based multimedia service. A decentralized (and distributed) 
approach would rather handle this increased access rates more elegantly. This 
is typical of a requirement on Internet like networks, where access rates may 
be significantly large. 

In this chapter, we present a generic version of the problem of using multiple 
servers to retrieve multiple movies (serving multiple requests) in a coordinated 
fashion with the objective of minimizing the access times of the movies, block 
rates and buffer space requirement at the client sites. The analysis presented 
in this chapter serves for a number of purposes. Firstly, the analysis derives 
individual media portions to be retrieved from each server depending on its 
bandwidth. This also reflects in the number of potential clients with their re­
spective playback rates to be supported. This in turn quantifies the amount 
of buffers to be in place at the clients to support this retrieval and playback. 
We observe the performance of the SSRS and the MSR strategies by means 
of a rigorous simulation study employing different access profiles of movies 
and important system dependent parameters such as buffer availability, retrieval 
bandwidths, movie playback rates, etc. 

^These refer to a set of servers with non-identical bandwidtlis. 
''Most of the tiines these VoD servers are dedicated, sophisticated pieces of equipment. More often than not 
they are even reahzed as clusters of machines that appear as a single virtual entity. We also treat such cases 
as single servers since they all share the specific bandwidth of a single outgoing connection. In the text we 
simply use the temi "server" to refer to any of these cases. 
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3.2. System Model 
As before, we now present the underlying system model we are considering 

for the VoD service. We consider a generic VoD architecture consisting of a high 
speed network and a set of servers and clients. The network, in general, can be 
a LAN or a WAN. The main idea employed in the design of this MSR strategy 
is that whenever a client requests a movie, a pool of servers will cooperate 
to retrieve the entire movie by employing a strategic schedule. Thus, each 
server will supply a portion of the entire movie, which is disjoint from others 
in a particular sequence generated by a scheduler, to the client sites. Further, 
because of distinct differences in the popularities of various movies, popular 
movies usually exist in several servers simultaneously. This fact serves as a 
good precondition in employing a MSR scheme. 

3.2.1 Retrieval process 
Figure 3.1 explains the retrieval process of a possible MSR strategy. Our 

approach is a server-push one, however a client-pull could work equally well. 
The whole process can be described as follows: When a server receives a 
request for a movie, it forwards the request details to the Task Generation and 
Scheduling (TGS) server in order to obtain an optimal delivery schedule. The 
bandwidth information (e.g. available bandwidth amount) of the servers is also 
relayed to the TGS server for the purpose of scheduling. Further, all the servers 
will not begin to transmit any media data before they receive the schedule from 
the TGS server. We shall now see how the TGS server does the scheduling and 
introduce some terminology used throughout this chapter. 

3.2.2 About the TGS server 
For the design of MSR strategy, the proposed architecture has some special 

features. Every server on the network, including the TGS server is the same, 
except that the TGS server keeps additionally, a task generator, a scheduler 
and a movie directory facility (see Figure 3.2). The task generator allocates 
the total available server retrieval bandwidth (resource) in a certain manner 
among the requested movies and organizes the requests/movies into groups, 
referred to as scheduling tasks. The scheduler makes use of some efficient 
scheduling strategies to determine the retrieval order and the amount of every 
playback portion for every task, respectively. The movie directory facility has 
the information about the available movies stored in various servers, e.g., the 
playback rates and the lengths (duration of playback) of the respective movies. 
The information is used by the task generator and the scheduler. In effect, the 
task generation is the process of allocating the total available server bandwidth 
(resource) among the requested movies. Of course, once the movie allocation 
among servers changes, the updated movie list information will be transmitted 
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Figure 3.L A motivating example for showing the retrieval process of a MSR strategy. The 
process of retrieving the movie A can be described as follows: (1) The client sends the request 
for movie A to a neighboring server, e.g., Server 1. (2) Server 1 forwards the request to the 
Task Generation and Scheduling (TGS) server. (3) TGS server carries out task generation and 
retrieval scheduling. Subsequently, it multicasts the schedule (i.e., scheduling result) to Server 
1 and Server 2. (4) Server 1 and Server 2 deliver the different parts of movie A to the client 
according to schedule, respectively. 

Movie 
Directory 

TGS Server 

Explanation for the components in the diagram: 
1. The movie directory provides the information 
about movies, e.g., the storage location, playback 
rate and length of every movie. 
2. The task generator generates scheduling tasks. 
Its main function is to aggregate retrieval bandwidth 
and to partition the channels for every movie. 
3. The scheduler generates the retrieval schedule 
for every scheduling task. 

Figure 3.2. System components in the TGS server 

to the TGS server. In order to avoid any resource usage conflicts, the functional­
ity of scheduling cannot be distributed across the servers, as it may incur severe 
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overhead in synchronizing the information and then producing a best schedule. 
Hence, in the proposed architecture, TGS server predominantly determines the 
scheduling scheme. 

Our MSR strategy dictates that each portion is retrieved with a certain band­
width within a specific time period. For the sake of description simplicity, we 
may consider the retrieval of each portion of a movie as being carried out using 
a channel. Here, a channel is defined as a certain amount of server bandwidth 
that is used for a single portion retrieval. Thus, the retrieval of a single movie 
is carried out with several channels, say, channel 1, channel 2,..., channel N. 
Thus, N may be different for different retrievals, however A'̂  must be at least 
2 for the MSR scheme (Â  = 1 for SSRS). For retrieving a movie, we need 
to choose the required bandwidth to form A'' channels. After the retrieval of 
a portion of a movie in a channel is completed, the bandwidth of this chan­
nel is released. Thus, for the subsequent retrievals, we have more bandwidth 
available. In general, the bandwidth in the channels cannot be used until the 
completion of the previous retrievals that are making use of relative bandwidth. 
Thus, the time instant at which the available bandwidths can be used is referred 
to as allowed start time. This is denoted as ASTj {ASTj > 0), where j is the 
channel index,j e [1, A ]̂. If we use an already free (unused) bandwidth to form 
a channel, ASTj of that channel is assumed to be zero. 

Figure 3.3 shows the typical flow chart of the retrieval process in the TGS 
server. Upon receiving the requests, the TGS directs these requests to its task 
generator module that will allocate bandwidth from respective servers to form 
channels for the retrieval of the movies. The movies sharing the same group 
of channels constitute one task. In other words, a scheduling task consists of 
some channels and some movies that share these channels. Thus, the result 
of partition is the tasks to be scheduled. In next phase, we carry out retrieval 
scheduling. The net output of scheduling will be the sizes, aij of the portions 
of the movies to be retrieved and the start times of the transmissions, ST^j 
(i = 1, ...,M,j = 1,..., TV, where M is the number of movies and A'̂  is the 
number of channels in a task) of every playback portion of the movies, at the 
respective servers. Finally, server TGS multicasts the resulting schedule to the 
respective servers. According to the schedule generated by the scheduler, the 
respective servers will then start transmitting the movies to the users. 

Thus, the challenge is in designing efiicient strategies of task generation and 
retrieval scheduling. Good strategies should promise an overall better perfor­
mance of the entire VoD system. We will present the design of these strategies 
in more detail in Sections 3.3.1 and 3.3.3. 
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Figure 3.3. Flow chart of retrieval process in TGS server 

3.2.3 Some terminology and performance metric 
For reader's convenience, we summarize the key notations used in this chap­

ter in Table 3.1. 

The design of our VoD system attempts to address the following question. 
Without under-utilizing the network and server resources, how to minimize the 
access times of the movies and the block rate^ while satisfying the available 
buffer space limit ?. 
While considering a single playback portion, referring to Figure 3.4 (a) and 

(b), the buffer space requirement at the client site, rriij is calculated as follows''. 

,(1 — min[ 
BWj Ri 

Rr ' BW.. 
)) (3.1) 

J 

Figure 3.4 (a) shows the case when the playback rate is more than the retrieval 
bandwidth. In this case, the playback must be started after retrieving some 
portion so that the continuity in the playback is maintained thereafter. Figure 

^This is also referred to as block probability by some authors. 
^Capital letters are used for BW to differentiate the channel bandwidth from the connection bandwidth bw 
used elsewhere in our text. 
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Table 3.1. Some common parameters in the VoD system 

System Parameters 

Playback rate of movie i 
Retrieval bandwidth of channel j 

in a single schedule 
Number of channels in a single scheduling task 
Number of movies in a single scheduling task 

The length of movie i 

Size of the movie i retrieved 
from channel j in a single schedule 

Buffer space requirement of retrieving single a-y 
Start time of retrieving riy 

Allowed start time of retrieving aij 

Symbol 

B-i 

BW., 

N 
M 
Li 

^i = LiK-i 

a^J 

m.y 

STij 
ASTj 

Unit 

MB/sec 
MB/sec 

m,in 
GB 
GB 

GB 
sec. 
sec. 

3.4 (b), on the other hand, shows the case when the playback rate is less than the 
retrieval bandwidth. In this case, the playback can start almost simultaneously 
with retrieval. The buffer requirement is then computed using (3.1). In (3.1), 
less difference between Ri and BWj leads to less buffer space requirements. 
Besides, when Ri ^ BWj, less a^ value also leads to less buffer space re­
quirement. In fact, in some cases, because the subsequent portions may arrive 
at the client before the previous portions complete their playback, more buffer 
space is needed. This problem will be discussed in Section 3.3.3. 

Access time, in general, is the time duration between the instant at which a 
request is placed and the time instant at which the requested movie/video starts 
playing at the client side. Without loss of generality, we shall ignore the over­
heads incurred by the scheduler (or can be considered as a constant) and the 
transmission delay. In a scheduling task, if the first playback portion n.n of 
a movie i with playback rate Ri is retrieved using a bandwidth of BWi (the 
bandwidth of channel 1), then the access time of movie i, as shown in Figure 
3.5, is given by, 

AT, = ASTi + E
i—\ 
fc=i "All 

BWi + 
an 
0 

-BWi RJ for Ri > BWi 
for Ri<BWi 

(3.2) 

Block rate is defined as the ratio between the number of requests that are not 
served successfully (i.e., blocked) and the total number of requests. The strategy 
we have used in the design of the scheduler tries to minimize the waiting time in 
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Retrieval from 
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bandwidth BW; 
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(playback rate is RJl 

(a) Ri>=BWj 

Retrieval from 
channelj of 

bandwidth BW; 

Playback of movie i 
(playback rate is Ri) 

The explanation of (a): 
When the retrieval bandwidth is 
less than the playback rate, the 
playback must be started after 
retrieving some portion so that the 
continuity in the playback is 
maintained thereafter. In this case. 
the maximum buffer space 
requirement is 
mij = aij(l-BWj/Ri) 

The explanation of (b): 
When the retrieval bandwidth is 
more than the playback rate, the 
playback can start almost 
simultaneously with retrieval. In 
this case, the maximum buffer 
space requirement is 
mij = aij(l-Ri/BWj) 

(b) Rj<=BWj 

Figure 3.4. Calculation of buffer space requirement 

the best possible way. However, because of shortage of resources (bandwidth), 
some requests may wait for a long time. So, the scheduler defines a bound 
on the maximum time that a user can wait until he/she receives his/her service. 
This, in a way, serves as an admission control policy, which determines whether 
or not the servers will intake all the submitted requests. This is also an issue 
to be considered while implementing the actual system, as the waiting time of 
the clients may be prohibitively annoying. Thus, the meaning of "success" of 
a request in this context is that the access time for that requested movie is less 
than or equal to the allowed maximum access time. 

Now, we shall present a brief comparison between the SSRS that is commonly 
found in the existing literature and the MSR scheme with respect to effective 
resource utilization and load balancing. 

Resource utilization: In SSRS, suppose if the server has not enough idle time to 
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Notation explanation 
* "Cliannel 1" means the retrieval from channel 1; the retrieval bandwidth is BW i 
t "Movie i" means the playback of movie 1 at the client; the playback rate is Ri 
t "il" refers to Oii (i.e., index i refers to movie index and index 1 refers to channel index) 

Figure 3.5. Calculation of a movie's i access time. 

support a long length movie retrieval, or if it has inadequate retrieval bandwidth 
capacity that leads to a considerable delay in the access time, these server 
resources will be discarded. However, in the MSR strategy, such low bandwidth 
servers can also participate by carefully considering them during the scheduling 
process. 
Dynamic load balancing: In SSRS, a single retrieval uses only one server. 
Hence, the server that ensures the minimum access time for that retrieval is not 
necessarily the server with lighter load. In MSR strategy, since the access time 
is only with respect to the first retrieved portion and the first retrieval channel, 
we minimize the access time in channel 1 of MSR strategy and also consider 
to balance the load in other channels. 

Benefiting from the above advantages, our MSR approach can obtain much 
smaller access times, block rates and buffer space requirements than the SSRS 
scheme. These will be demonstrated in a simulation experiment in Section 3.4, 

3.3. Design of the TGS Server 
As a first step, we shall now present the design and functionality of the 

task generator module in Section 3.3.1. In Section 3,3,3 we shall present the 
analysis of scheduling strategies for the cases when single and multiple movies 
are retrieved from multiple channels. We assume that the task generation as 



64 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

(BW^ =XbWi) 

Sub-channel 1 

(Server S,) 

Sub-channel i 
(Server S;) 

Sub-channel n 
(Server S„) 

Channel ^ 
n 

bwi 

bwi 

bw„ 

BWj 

11 . . . Im 

\ i 1 
il 

nl 

11 21 • • • nl 

. . . 

. • . 

im 

nm 
1 
1 
1 

. . . Im 2m . . . nm 

^ t 

' L 

> t 
(m-l)xT mxT 

Figure 3.6. Aggregate retrieval bandwidth and concurrent retrieval. Each of n servers renders a 
part of the portion { of the movie in m installments. The order in which these retrieved portions 
are presented is: block 11, block 21,. . . , block nl, block 12, block 22, ..., block n2,...,block Im, 
block 2m,..., block nm. N sub-channels can be equivalently treated as channel ^ at every time 
instant t = ixT, i = 1,. .. , m. 

well as generating the retrieval schedules costs little calculation time, and we 
do not include it in the overall access time calculations. 

3.3.1 Task generation strategy 
As we mentioned above, while dealing with the requests, the task generator 

obtains all the server bandwidth information from the respective servers and 
the information about the movies, such as the length and playback rates from 
its movie directory repository. Using these information, a group of scheduling 
tasks are generated. In general, we will allocate several (> 2) channels for 
every movie. In Section 3.3.1.1 we introduce the usage of aggregate retrieval 
bandwidth to form a single channel. This technique will be used in generating 
channel 1. Then, we introduce the channel partition algorithm (See Table 2) 
for every movie as described in Section 3.3.1.2. 

3.3.1.1 Aggregate retrieval bandwidth 

Usually, we choose the bandwidth from a single server for one channel. 
However, for fully utilizing the resource available from every server, we aggre­
gate the bandwidth from a pool of servers for retrieving one portion of a movie 
requested. Figure 3.6 shows a scenario in which a pool of servers from a server 
cluster Si,...,Sn retrieve one portion ^ of a movie, in a concurrent fashion. 
It may be observed that m blocks of the movie are retrieved from each server 
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concurrently, i.e., blocks labeled 11,12,13,..., Im are retrieved from 5*1, and 
'Jl,'i2, ...,irn are retrieved from server Si, and so on. Note that each server 
renders a part of the portion ^ of the movie in m installments. The order in 
which these retrieved portions are presented is block 11, block 21, ..., block 
nl, block 12, block 22, ..., block n2,...,block Im, block 2m,..., block nm. It 
may be noted that a single installment is of duration T sees, and the amount 
of data retrieved from each server in each installment is different. Further, the 
value of the parameter T is usually kept small, e.g., T = Isec and it is related 
with the compression scheme of the movies and trade-off benefits between the 
available aggregate bandwidth and the computational overheads. This is purely 
an implementation issue that is beyond the scope of this chapter to discuss^. 
Thus, in the above figure, all the blocks constitute the portion ^ of movie, which 
is retrieved by a pool of servers. As shown in Figure 3.6, we let the retrieval of 
every block in the same installment begin and end at the same time instant. So, 
the sum of the bandwidth from every server, i.e., Yl^^i bwk (where hw^ is the 
retrieval bandwidth of server Sk, k = 1,..., n) can be treated as the retrieval 
bandwidth of channel <̂  (i.e.,-BWj) at every time instant f = iT,i = l,...,m. 
Once we know the size of the portion ^ of movie, e.g., S(_ (it will be calculated 
in the Section 3.3.3), we can obtain the m = \S^/{T x Yll;.=\ '̂"̂ fc)! and the 
individual size of every block constituting the first portion of the movie, i.e., 
Pij =bwixT,i = l,...,n,j = l,...,m. 

Theoretically, the idea of aggregate retrieval bandwidth can be used even for 
other channels (i.e., channel 2, channel 3, ...) as well as channel 1. Here, an 
aggregate channel bandwidth is formed using a set of channels with identical 
start times. However, in general, different channels may have different start 
times. To form an aggregate bandwidth using the channels with different start 
times, we may need to devise an alternate strategy. This is one possible future 
work as an extension to the strategy presented in this chapter. However, in this 
approach, similar to the case with channel 1, for channels 2, 3,..., aggregate 
bandwidth can be used provided these aggregate bandwidths are formed using 
a set of servers whose bandwidths are available at identical start times. 

3.3.1.2 Channel partition algorithm 

We propose the Channel Partition Algorithm for partitioning channels for 
every movie (see Table 3.2). Some important details of the algorithm will be 
explained below. 

(a) Strategy for forming Channel 1 

^In Chapter 8 we show how this can be taken care of in a practical system. 
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Table 3.2. Channel Partition Algorithm 

A request for a movie r arrives. 

Step 1. Choice of channel 1 
1. Determine an aggregate (unused) bandwidth BW of servers that 
have movie r; 
2. Determine BW™'"- = Rr - BSr/Lr of movie T, where BSr is 
maximum usable (or available) buffer space for retrieving the movie r . 
Note that SW™" is derived from (3.1). 

3. Calculate the maximum allowed bandwidth BW^"-^ = 
RT + BS-T/LT of movie r. 

4. W{BW > BW™"") 
The assigned free bandwidth for movie T is min{BW, i?VK™" )̂. 

ELSE 

{ 
5. Among those channels that are currently in use (for these, 
ASTj ^ 0) or have been allocated to other movies, choose those channels 
with bandwidth greater than R* and decrease it to R*. Note R* is the 
maximum playback rate of movies which are using or will use the channel. 
The reduction in the bandwidth for these channels can provide inore 
bandwidth for the current retrieval, and at the same time it does not affect 
the continuity constraints. This tuning of the bandwidth is carried out until 
the free bandwidth reaches BW^™ or there are no channels with extra 
bandwidth to be extruded. 

} 
6. 1¥{BW < BWip^'') 

The movie T will share the Channel 1 with other movies. In one 
case, the movie r attempts to use the channel that is currently in use for 
retrieving a movie. In the other case, the movie r shares the channel 1 
with other movie(s) which have been allocated channels, but not used so 
far. Thus, together with movie T, all the movies will share the allocated 
channels. In this latter case, the movie r, in fact, becomes a member of the 
group with the previously channel-allocated movie(s). 

Step 2. We use the following rules for choosing other retrieval channels 
1. We use servers with lighter loads (for load balancing); 
2. When choosing channels from a single server, we choose those 
channels with the minimum ASTj, for shortening the retrieved portion in 
channel 1 as explained before. 



Supporting Multiple Clients: Channel Partitioning Approach 67 

With channel 1, we transmit the first portion of the movie(s) and hence, channel 
1 determines the access times of the movie(s). However, it may happen that 
the free bandwidth (i.e., AST = 0) from a single server may not guarantee 
allowed minimum access times. For minimizing the access times, according to 
(3.2) we adopt aggregate retrieval bandwidth available from a pool of servers. 
Another strategy for the minimization of access times is by choosing a smaller 
AST2 for the second channel. From (3.2), smaller size of the first retrieved 
portion (i.e., a,;i) of movies probably leads to smaller access time. Also, from 
equations (3.3)-(3.6) (presented in the Subsection 3.3.2), the smaller difference 
between AST2 and ASTi aids to decrease the size of the portion a n . So, we 
should choose as small AST2 as possible for the second channel. 

(b) Strategy for forming other channels 

It may be noted that another objective in this chapter is to minimize the block 
rate. Besides eificient utilization of resources, to achieve this goal, we try to 
balance the total load among the servers. The basic idea is to choose other 
channels (except channel 1) in servers with the lightest load. The total number 
of channels in retrieving the movies is not strictly limited. However, two chan­
nels are at least needed. Channel 1 is used to realize the goal of minimizing the 
access times and the second channel aids in balancing the server load. 

(c) Buffer space requirement 

Through the MSR method, we retrieve a portion of a movie (not the whole 
movie) in a channel, so, we should use the length of that portion in the calcu­
lation of i?V7™" and BW1^°'^. However, before scheduling, we do not know 
the length of these portions. Hence, we use the entire length of movie r (i.e., 
Lr) in the algorithm. Although the calculation of i3W™" and BWl^-"'^ is ap­
proximate, any available bandwidth between BW™" and BWip"-^ can ensure 
that the actual buffer space requirement is less than the maximum usable buffer 
space. This is proven in Section 3.3.3.2. 

(d) Generation of scheduling tasks 

Following the channel partitioning, if one movie shares the same set of chan­
nels with other movies, the scheduling task is of type I, referred to as multiple 
channels and multiple movies, otherwise it is of type II, referred to as multiple 
channels and single movie. Thus, we are now confronted with the problem of 
retrieving the movie(s) belonging to each task in an optimal manner. 
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Figure 3.7. Timing diagram of the first playback portion in every channel 

3.3.2 Constraints imposed by tlie allowed start times of 
retrieval 

We now derive recursive relationships among the playback rate of the first 
movie Ri, the bandwidths and the allowed start times, for all j . 
\. Ri< BWj and i?i < BWj+i (Figure 3.7(a)) 
This is the case when the playback rate is less than the transmission rate. 

AST,+i - ASTj < ^ , fori = 1, ...,7V - 1 

2. Ri > BWj and Ri > BWj+i (Figure 3.7(b)) 
This is the case when the playback rate is greater than transmission rate. 

(3.3) 

AST.+i - AST. + 
i(j+i) , ai:i , ai(j+i) 

< forj = l,...,N ~l (3.4) 
^ ' BW.,+i - BW.j ' Ri 

3. Ri > BWj and Ri < BWj+i (Figure 3.7(c)) 
This is the case when the jth channel has less transmission rate than the playback 
rate and the (j + l)th channel has greater transmission rate than the playback 
rate. 

ASTj+i - ASTj < ^i] 

BW, 
forj = 1,...,N - 1 (3.5) 



Supporting Multiple Clients: Channel Partitioning Approach 69 

4. Ri < BWj and i?i > BWj+i (Figure 3.7(d)) 
This is the case when the j th channel has greater transmission rate than the 
playback rate and the ( j + l)th channel has less transmission rate than the play­
back rate. 

AST,,,^ AST, + ^^<^^^^l±^l^^,forj = l,...,N-l (3.6) 

We observe that the continuity relationships during presentation are inherently 
captured in the above set of equations, involving BWj, Ri, and ASTj, for all 
j values, respectively. Further, to determine a minimum (optimum) amount 
of buffer space required at the client sites, we use the equality relationship 
in the above set of equations. In other words, we solve the above constraint 
recursive relationships using equality relationships to obtain the optimal sizes 
of the disjoint portions of the respective movies. 

Recursive relationship of aij 

With the causal precedence relationships, the playback continuity constraints 
and different combinations of Ri and BWj, we derive the following recursive 
equations (see Figure 3.8 - 3.11) while minimize the buffer space requirement 
and ensure the continuous playback of movies. 

I. R^< BWJ and Ri < BWj+i (Figure 3.8) 
(a). R^+l < BWj and R^+i < BWj+i 

^ ^ ^ ( a i l = ^ ! ^ + ^( l±i) i fo^^^l ( M - l ) 7 = l ( 7 V - 1 ) 
Ri BWj+i BWj R^+i ' ^,-,[^^^ iJ>J i , - , l J V i j 

(3.7) 

(b). Ri+i > BWj and R,+i < BWj+i 

Ri BWj+i BWj BWj ' i , - , ^ ^ - ' iJ,.? i , - , l J v i) 

(3.8) 

(c). Ri+i < BWj and Ri+i < BWj+i 

R, BWj+i BWj+i BW.j R,+i R,,+i ' ^ ' ' 

for j = l , . . . , ( M - l ) , j = l , . . . , ( i V - l ) . 
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2. Ri > BWj and Ri > BWj+i (Figure 3.9) 
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(a). Ri.+i > BW., and R,,+i > BWj+i 

fort = l , . . , , ( M - l ) , j = l , . . . , ( ] V - l ) . 

(b). i?i+i < BWj and i?i+i > BTVj+i 

-Ri+l -^i+l Ri BWj+i 

/ o r i = l , . . . , ( M - l ) , j = l , . . . , ( i V - l ) . 

(c). i?,+i > i3Wj and R,+i < BI^j+i 

^ ^ = ^ ^ , for v: = 1,..., (M .- 1),,, =• 1,..., (TV - 1) (3,13) 

(d). Ri+i < BWj and i^^+i < BWj+i 

Ri+l Ri 
, fori = l , „ „ ( M - l ) , , j = l , . . . , ( i V - l ) (3.14) 

3. A, > BWj and R, < BW^+i (Figure 3.10) 
(a). R,,+i > BWj and i?,+i < 5M/j+i 

I?Wj BWj+i 
, for t^l,...,{M-1), 3=^1,..., (N-l) (3.15) 

(b). i?i+i < BWj and i?i+i < BW-j+i 

/?,+! BW,+i • 
forj = l , , . . , ( M - l ) , j = l , . . . , ( i V - l ) (3.16) 

(c). R,+i > BW, and i?,+i > BWj+i 

^^(»+i)j , "(»+i)(.7+i) ^ "»(.;+i) '^^(»:+i)(.7+i) .3 J^^ 

BWj Ri+i BWj+i BWj+i ' ^ ' ' 

fori = l,...,{M-l),j = l,...,{N-l). 

(d). i?,+i < BWJ and i?i+i > SWj+ i 
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Figure 3.10. Timing diagram of adjacent playback portions (when R, > BW^ and R, < 

Since Ri+i < BWj and i?,+i > BWj+i can lead to BW-j > BWj+i 
while Rt > BWj and R, < BWj+y can lead to BWj+i > BWj, the 
case is impossible. 
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Supporting Multiple Clients: Channel Partitioning Approach 75 

(a). /?,+! < BW.J and Ri+i > BW^+i 

BWj Ri+i BWj+i R 

for* = l , . . . , ( M - l ) , j = l , . . . , ( A ^ - l ) 

(b). R,+i > BWj and R^+l > BW^+i 

i314 ĵ I?H/j Ri+i BWj+i Ri 

fori = l , . . , ( M - l ) , j = l , . . , ( A f - l ) 

(c). R^+i < BW. and /?»+! < BW. j + i 

a i j _̂  "(i+i)j ^ ( Q ^ » J + " » ( 3 + I ) ) ^3 20) 

BW, i?,+i i?, 

fori = l , . . . , ( M - l ) , j = l , . . . , ( i V - l ) (3.21) 

(d). Ri+i > BWj and Ri+i < i?Wj+i is impossible because of similar reason 
with 3(d). 

3.3.3 Movie retrieval scheduling strategy 
The problem we are precisely attacking at this juncture can be described as 

follows. We are given that there are M movies requested by the respective 
users and there are A'' channels that can be used to retrieve these movies. Every 
channel have an ASTj (i.e., allowed start time of retrieval). The problem is 
to determine the exact (optimal) sizes of the portions to be retrieved from the 
respective servers in such a way that the buffer space requirement is a minimum 
while ensuring the continuous playback of movies. To achieve this goal, we 
propose the Multiple Channels Retrieval Scheduling Algorithm 

Multiple Channels Retrieval Scheduling Algorithm 

Step A. Sort the channels (except channel 1) in the order of increasing ASTj 
values. The channels with the least ASTj value will be scheduled earlier. 

Step B. Sort the movies in the order of importance (e.g., some users have special 
requirements for the access times of some movies). If all the requests have the 
same importance, the movies with the shorter length will be scheduled earlier 
(shortest movie first (SMF)). 

Step C. Derive the schedule constraints. These mainly include, (i) The temporal 
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constraints imposed by the availability of channel bandwidths, namely the ASTj 
values; (ii) The temporal constraints between adjacent playback portions; (iii) 
The movie length constraints. A detailed description can be found in Subsection 
3.3.2 and Section 3.3.3.1, respectively. 

Step D. Calculate a-ij, i = 1,..., M, j = 1,..., A'' using the derived equations 
in Step C. We will discuss the analysis in detail in Section 3.3.3.1. 

Step E. Once we obtain ay values, we can calculate the start times STij using 
(3.22) below. 

Sn, > AST, + ^ § ^ , for I = 1,..., M,j = 1, ...,N (3.22) 

The start time of transmitting every playback portion obtained from the above 
step are then notified to the respective servers. Without under-utilizing the 
bandwidth resource, we use the equality relationship in (3.22). Also we can 
calculate the access times of the movies by (3.2). If the access time is less than 
allowed maximum access time, the movie will be retrieved according to the 
schedule, otherwise it will be blocked. 

Some important details of the above algorithm are discussed in the following 
sections. 

3.3.3.1 Derivation of scheduling constraints 

Three kinds of scheduling constraints are needed for computing the optimal 
sizes of the portions of the movies, i.e., constraints imposed by ASTj values, 
constraints between adjacent playback portions, and movie length constraints. 
The continuity relationships during presentation between adjacent playback 
portions are used to derive the first two kinds of constraints mentioned above. 
Further, we should also fully utilize the available bandwidth. The details of the 
derivation can be found in Subsection 3.3.2. The movie length constraints are 
given by, 

N 

Y^ o^-ri = Si,, for i = 1,..., M (3.23) 

Thus, on the whole, we have, the number of constraint relationships resulting 
from ASTj values is Â  - 1, and these are obtained from the combination of 
equations (3.3), (3.4), (3.5) and/or (3.6), the constraint relationships between 
adjacent playback portions due to equations (3.7)-(3.21) (these are (M ~ 1) x 
(A'̂  - 1) in number), and finally, we have M movie length constraints. Thus, 
we have a total ofMxN equations involving M x N unknowns (a,.; values), 
which can be solved to yield optimal sizes of the portions of the movies. 
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Table 3.3. Known parameters (before calculation) in Example 1 

Parameter 

BWi 
BW2 
BW, 
Ri 
R2 

Value {MB/sec) 

0.40 
0.35 
0.45 
0.42 
0.38 

Parameter 

ASTi 
AST2 
ASTi 

Ly 
L2 

Value (min) 

0 
10 
40 
110 
140 

Now we shall demonstrate all the above theoretical findings through a numerical 
example presented below. Example 1 clarifies all the calculations in detail and 
is presented fiar the ease of understanding. 

Example 1. Assume that there are requests for 2 movies and we have 3 channels. 
Their parameters are listed in Table 3.3. Then, we can obtain 6(= 2 x 3) 
constraint equations as follows. 
(1). Since i?, > BWi, Ri > BW2, we choose (3.4). Thus, we have, 

AST2 - ASTi + 
a\2 a n "12 

BW2 BWi Ri 

(2). Since Ri > BW2, R\ < BW^, we choose (3.5). Thus, we have, 

" 1 2 
AST - AST2 

BW2 

(3.24) 

(3.25) 

(3.26) 

(3). Since Ri > BWi, Ri > BW2, R2 < BWi, R2 < BW2, we choose 
(3.14). Thus, we have, 

" 2 1 _ ai_2 

i?2 ^ ^ 1 

(4). Since i?i > BW2, Ri < BW3, R2 < BW2, R.2 < BW3, we choose 
(3.16). Hence, we have, 

" 2 2 " 1 3 

i?2 BW3 

(5). The length constraint of movie 1 is given by, 

ail + "12 + "13 = Li X Ri 

(6). Similarly, the length constraint of movie 2 is given by, 

"21 + "22 + "23 = L2 y. R2 

(3.27) 

(3.28) 

(3.29) 
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Table 3.4. Optimal sizes of the portions for Example 1 

Parameter a n ai2 aia 0:21 0̂ 22 c»23 
Value (Mi?) 309 684 1779 619 1502 1071 

Table 3.5. Detailed results for Example 1 

Parameter 

m i l 

mi2 

mvi 

m2i 

m22 

"1,23 
m\ 

rn2 

Value (MB) 

15 
114 
119 
31 
119 
167 
119 
167 

Calculation Eq. 

(3.31) 
(3.1) 
(3.1) 
(3.1) 
(3.1) 
(3.1) 

(3.34) 
(3.34) 

Parameter 

5Ti i 
^Ti2 
STu 
ST21 

ST22 
ST23 
AT] 
AT2 

Value (jnin) 

0 
10 
40 
13 
43 
106 
0.6 
12.9 

Using the above set of equations, we obtain the optimal sizes (see Table 3.4) of 
the portions of the movies to be retrieved and other parameters (see Table 3.5). 
In Table 3.5, ATi and STij (t = 1, 2 and j = 1, 2, 3) are calculated using (3.2) 
and (3.22), respectively. Thus, the entire timing diagram is as shown in Figure 
3.12. 

If we use SSRS, i.e., movie 1 and 2 are retrieved from channel 1 and channel 
2 respectively. The results for this case are mi — 1'62MB, 7712 = 252MB, 
AT\ = 5.5minand^T2 = 22mm. From the comparison ofresults, we see that 
the MSR strategy in general, is better than SSRS. The subsequent simulation 
experiments will further demonstrate this fact. 

3.3.3.2 Analysis of buffer space requirement 
In Section 3.2.3, we induct the equation of minimum buffer space require­

ment for a single portion, (3.1). Here, we will induct the equation of minimum 
buffer space requirement for two consecutive (adjacent) portions in one movie. 
Thus, we can calculate the actual buffer space requirement. 

\.R^< BWj and Ri < 5W^,+i(Figure 3.8) 
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Figure 3.12. The timing diagram for Example 1 

In this case, only after the playback of aij finishes, the retrieval of ni(j+i) 
begins. So, the buffer space requirement of cty has no relationship with that 
of a.i(j+i). Thus we can calculate individually the buffer space requirement of 
every portion using (3.1). 

2. Bi > BWj and Ri > i3H/j+i(Figure 3.9) 
In this case, when the retrieval of a^f^j+i) begins before the playback of a^ 
begins, the buffer space requirement will be larger than the calculated value 
from (3.1). The actual buffer space requirement is. 

m,; RHS of equation{3.1) + max{0, \CB\ -- \CA\)BWj+i (3.30) 

where, \CB\, \CA\ are time length as shown in Figure 3.9. Hence, 

a^JBWJ 
m,. a,. 

Rr 
+ K„ (3.31) 

where Kr, 

3. R, > BWj and R,, < SVF,+i(Figure 3.10) 
Because of the same reason as case 1, the buffer space requirement is given by 
(3.1). 

4. R, < BWJ andi?, > BH^.^+,(Figure 3.11) 
In this case, when the retrieval of aj(j+i) begins before the retrieval of a^j 
finishes, the buffer space requirement will be larger than the calculated value 
from (3.1). The actual buffer space requirement is, 

mij = RHS of equation{{2,.l) + maa;(0, \CB\ - \CA\)BWj+i (3.32) 



80 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

where, \CB\, \CA\ are time length as shown in Figure 3.11. Hence, 

BWj 

where, P „ , , = max[Q, ^ -- ^ ^ _ ( ^ _ ^))BW,+^. 

When j = N, for the calculation of my, we use (3.1). Once we obtain all the 
buffer requirements for every portion of a single movie, we use 

,N (my) (3.34) 

as the maximum size of the buffer required. In the channel partition algorithm, 
we determine the allowed retrieval bandwidth SW™'" and BW™''^ with a,:, 
assigned the whole length of movie LrxRr = S^ in the buffer space equation 
(3.1). In fact, the actual buffer space requirement should be calculated according 
to four cases (i.e., refer to Figure 3.8 - 3.11) discussed above with a,,,. Although 
the calculation of i? W™" and BW™'^ is approximate, the bandwidth between 
j^yf/rain ^^^ j^-\^rnax ^^^ eusurc that the actual buffer space requirement is less 
than the maximum usable buffer space. Following theorems testify these facts. 

Theorem 1: In MSR strategy, any available bandwidth between BWJ^^" and 
BW™"'-^ can ensure that the actual buffer space requirement is less than the 
maximum usable buffer space BS.;,. 

Proof. Let the retrieval bandwidth be denoted as BW,, during a particular re­
trieval phase of a movie i. Also, assume that BW™'^ < BWi < BW^ 
holds. BWj^^^ and BWJ^"'^ are calculated from (3.1), and hence, 

max 

U X -R,;(l - min{^, - ^ ) ) < BS, (3.35) 

The actual buffer space requirement is determined by four cases, i.e., (3.31), 
(3.33) or (3.1). In the following we prove that (3.31) (Figure 3.9) is less than 
BSi. 
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Firstly, consider the case when ^^^'^^^ '%^'^^ - jf > Q. This implies that, 

^( i? , , : ~ BW:,) + max(0, ^ f g ^ - ^ " '^)BW,,, (3.36) 

^ f ( . . ^ . ^ ) . ( | | | - - | ^ ^ | ^ ) B W . , , (3.37) 

< « . • ( ! - ^ ) + « . 0 > t ) ( l - ^ ) (3.38) 

< K + a , , , , i ( l - — ( ^ ^ ; ^ ^ ^ ^ ) ) (3.39) 

< ^i X Ri{l - ^ ) < BSi (3.40) 

Secondly, consider the case, when j^^r^ - ^^^^til _ 2i2. < Q. This means 
that, 

^(R. - BW,) + ma.iO, ^ ^ ^ - '^)BW,,. (3.41) 

= a y ( l - ^ ) < ^̂ i X ̂ »(1 - ^ ) < -85, (3.42) 
JXj lii 

So, if we use bandwidth BW ĵ, the buffer requirement calculated from (3.31 )(see 
Figure 3.9) is not more than usable buffer space BS-i. Using similar method, 
we can prove that (3.33)(see Figure 3.11) can also be satisfied. Besides, for 
Figure 3.8 and 3.10, 

a. ,( l - rmni^, - ^ ) ) < L, x R,{1 - rmn{^^, ^ ) ) < BS. 

(3.43) 
Thus, we prove that only if BWi satisfies BWJ^"" < BWi < BWl""-''-, the 
actual buffer space requirement is less than the maximum usable buffer space 
BSi. • 

Theorem 2: The buffer space requirement of SSRS is greater than or equal to 
that of the MSR strategy. 

Proof. In MSR scheme, actual buffer space requirement is detennined by the 
buffer space requirement equations of two consecutive portions case (one of 
(3.31), (3.33) and (3.1)). In S SRS, actual buffer space requirement is determined 
by (3.1) while otj is assigned the whole length of the movie. In Theorem 1, 
we have proved that the amount of bandwidth derived from (3.1) must ensure 
that the buffer space requirement of two consecutive portions is less than the 
maximum usable buffer space. Hence, if we use the same retrieval bandwidth, 
the buffer space requirement of SSRS is certainly not less than that of the MSR 
strategy. D 
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3.3.3.3 Remarks 

As far as the time complexity of the entire MSR process is concerned, the 
following can be observed. In the channel partition phase, the worst time 
complexity is 0{A x A'̂ ) (where A is the total number of requests) and for 
generating the retrieval schedule, the time complexity is 0{M x N). Thus, 
each phase has a polynomial time complexity. 

3.4. Performance Study 
In this section, we compare the performance of SSRS and MSR strategies 

on several system dependent parameters. The SSRS used in our simulation 
can be described as follows. We choose the maximum value between available 
bandwidth and maximum usable bandwidth calculated from buffer utilization 
limit, as retrieval bandwidth. Then we calculate the access time. If the access 
time is less than the maximum allowed access time, this request is accepted, 
otherwise this request is blocked. Table 3.6 shows the system parameters (con­
stant and varying) and Table 3.7 introduces some common equations used in 
the simulation study. In the simulation, we will explore the effect of the fol­
lowing parameters: Oj. and Tmax- In Table 3.6, RQ can be an arbitrary value, 
e.g., QA2MB/sec (MPEG-II) since the concrete value of _R() will not effect the 
performance comparison. 

For the purpose of simulation, we restrict the number of movies that can be 
stored in a server. Of course, in reality, one must have adequate memory to 
store the movies, and without loss of generality, we assume that the servers have 
sufficient storage capacity to store the same number of movies. Further, in the 
simulation study, the movie length is a parameter that is uniformly distributed. 
In the case of dynamic access rates, the access rates for movies changes with 

time. In the case of static access rate, the access rate does not change. Ob­
viously, the dynamic access rate is reasonable model for a real situation. We 
generate dynamic access rate through the change of the arrival rate during one 
day. The arrival rate of the requests is assumed to follow a Gaussian distribution. 
The arrival rate varies with respect to the time interval for every minute. Using 
the above distribution, we calculate the arrival rate Â  for every minute time 
interval. In other words, we assume that the arrival rate is non-homogeneous. 

The expected access rates of the movies and the relative loads on the servers 
are assumed to follow a Zipf-like distribution**. The hot set parameter 6^ or 9,. 
reflects the extent to which the distribution is skewed. The higher the value of 
6c or Or are, the greater the difference between the access rates of the movies 
or relative loads on the servers are, respectively. 

'Reader may refer to details of this distribution and significance of all the parameters in [68]. 
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Table 3.6. Parameters in the VoD system simulation 

System Parameters 

Number of different movies 
Number of servers 
Per-server disk size 

(in number of movies) 
The length of movie 

Playback rate 
Total requests in 24 hrs 

Peak time 
Std. dev. of arrival rate 
Maximum usable buffer 

space of retrieving movie i 
Maximum access time 

Bandwidth of every server 
Expected hot-set factor 

of movie access rate 

Hot-set factor 
of actual server load 

Symbol 

M' 
N' 
B 

L 
B. 
A 

A« 
a 

BSi 

T 
•'-max BW 

Be 

0^ 

Parameter Values 

200 
20 
10 

uniform in [90 - 150min] 
uniform in [0.5-2.0]/?o 

2000 
240min 

30 
60Ro (in MB) 

0.5,1.0,...,5min 
^BRo 

30/5(Very Sharp, 
value is 0.0355) 

20/5(sharp, 
value is 0.022), 
10/5 (moderately 

sharp, value is 0.0085), 
5/5(Flat, value is 0) 
30/5(Very Sharp, 
value is 0.355), 

20/5(sharp, 
value is 0.22), 

10/5 (moderately 
sharp, value is 0.085), 
5/5(Flat, value is 0) 

3.4.1 Simulation experiments 
We store M* movies in A''* servers according to an expected access rate of 

every movie. The algorithm is as follows: 

Movie Copy Placement Algorithm: 
count <— 1; 
FOR i=l to M' 
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Table 3.7. Commonly used equations in VoD system simulation 

Relation 

Determine the request 
arrival rate (per min) 

Determine the expected 

access rates of 
movies from Of. 

Determine the relative 

load of servers from 9r 

Equation 

probability of accessing movie i. Pi = ^-^f-, 

T = J^j^i (;""<=', (i is the movie index, 
T is a normalization constant), Ylii=i Pi = ^ 

load of accessing server j , aj = ^ .j^ , 

T — X],=i e"^''"', (i is the server index, 
T is a normalization constant), Xli=i Qj = 1 

} 

copy[i] <— \_N^ X B X Pi/ J2i=i -̂ d > ''*The number of copies of movie i*/ 
FORj=l tocopy[i] 

{ 
Server {mod{count — 1, A''*) + 1) is assigned a copy of movie i; 
count <— count + 1; 

} 

In the above algorithm, firstly, we calculate the optimal number of copies of 
every movie according to the expected access rates. The movies with higher 
expected access rates probably have several replications; the movies with less 
expected access rates may not be stored in any servers. Thus, the overall 
availability of a movie in the system matches the demand profile (though it is an 
expected quantity). Secondly, we determine the strategic locations (servers) of 
movies. In the above algorithm, it may be noted that we avoid placing the copies 
of the same movie in the same server to the maximum possible extent. This is in 
view of the fact that dispersed placement of the same movies makes the dynamic 
access adjustment much easier. Thus, even if the access rates of movies change 
drastically, depending on the access adjustment algorithms such as dancing 
algorithm proposed by Wolf et al, in 1995 [112], the load to be accessed from 
every server can be balanced to some extent and the available server bandwidth 
is utilized fully. Obviously, if we know more about the dynamic relations 
between the access rates of different movies, a better placement algorithm 
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can be designed. Alternatively, one could attempt to propose an approach 
to dynamically reconfigure the VOD system so as to alter the number of copies 
of each movie maintained on the server as the access demand for these movies 
fluctuates. This approach is also attempted in the literature. 

Requests arrive with arrival rate Â , i = 1,,.., 1440. In general, in a single 
day, the parameter Â  is a function of time (in minute). For every movie, the 
number of accesses is controlled by the actual access rate of every movie. 
In the simulation, we will measure the difference between actual access rate 
and expected access rate with parameter (9,.. When ,̂. = 0, it means that the 
expected access rates are the same as the actual access rates. The method of 
generating the number of times movie i (i = 1,..., M*) is actually accessed is 
as follows. 

(a). From the actual load to be accessed from server j , denoted as a, 0 == 
1,..., A'''''), we can determine the actual access rates of movies in the servers 
using (3.44). 

N' 

ft = E ' f e | ' * = l ' - ' ^ ' (3-44) 

where, T]i, = 1 only ifthere is movie i copy in server j , otherwise T;,;, = 0. Note 
that (3.44) cannot be used to calculate the actual access rates of movies which 
have so small expected access rates that they do not be uploaded to any server. 
For these movies, we assume actual access rates are the same as expected access 
rates. 

(b). After the calculation of actual access rates, we calculate the number of 
times the movie i is accessed, Ai with 

M = ^ ^ ^ (3.45) 

The effect of VCR control and caching strategy on the performance of single 
and multiple movies retrieval strategies are almost identical and hence, we will 
not consider them in the simulation experiments. 

3.4.2 Performance comparison 
We now present some interesting simulation results for comparison between 

SSRS and MSR schemes. We compare block rates, access times, buffer space 
requirement and bandwidth utilization. Figures 3.13 and 3.14((a), (b) and (c)) 
show the comparison of average access times, block rates and buffer space 
requirements of SSRS and MSR schemes, respectively. Further, Figure 3.13(d) 
and Figure 3.14(d) shows the difference in bandwidth utilization of SSRS and 
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MSRS. And every point in the curve is calculated using 

^1440 

/ {BWMSRs{f) - BWssRsit))dt (3.46) 
i t= i 

where, BWMSRs{t), BWssRs{t) are the amount of bandwidth used with re­
spect to time in the respective strategies. Both Figure 3.13 and Figure 3.14 
show the following common features. 

From these figures, we see that, the average access time, block rate and buffer 
space requirement of the MSR strategy are significantly lower than that of 
SSRS. This performance improvement is mainly caused by: the optimal choice 
of shorter playback portion derived through the set of equations presented in the 
earlier section, an efiicient utilization of the available server bandwidths using 
the aggregate retrieval bandwidth, and balancing of the total load in a carefiil 
manner among the qualified servers. 

A. Performance under a variation of expected access rates with respect to the 
actual access rates 

In the simulation, we use Tmax = 5 m/iri. Since we use Or (i.e., hot-set fac­
tor of actual server loads) to tune the difference between actual access rates 
and expected access rates, Bj. is our choice of the x-axis parameter in Figure 
3.13. From Figure 3.13(a), the average access time of SSRS is threefold the 
access time of the MSR scheme. However, for strategies SSRS and MSR, the 
difference between the expected access rates and the actual access rates has no 
obvious effect on the access time. It may be noted that when the difference be­
tween the expected access rates and the actual access rates increases, the effect 
of load balancing is weakened. Thus, the difference of block rate value between 
these two strategies decreases. Because of the same reason, the difference in 
the utilization of bandwidth between these strategies also decreases, as demon­
strated in Figure 3.13(d). It may be noted that the buffer space requirement, in 
general, at a client site is determined by the retrieval bandwidth. The decrease 
in the buffer requirements as 9^ increase is mainly due to the use of less server 
bandwidth resource for retrieval. This effect also manifests in Figure 3.13(b), 
as the block rate increases. 

When the difference between the expected access rates and the actual access 
rates increases, it leads to a situation wherein some servers will be kept busy 
while some other servers remain idle. Thus, the bandwidth available from idle 
servers is wasted and more requests submitted at the busy servers are blocked. 
In such a case, the MSR scheme has less bandwidth "tuning" space. In other 
words, the effect of load balancing is "weakened". It may be noted that the load 
balancing ability of MSR approach is the key reason behind the improvement 
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Figure 3.13. Performance comparison of SSRS and MSR strategies under a variation of expected 
access rates with respect to the actual access rates 

of block rates and not the aceess times. Hence, the difference in the block 
rates between SSRS and MSR strategies becomes smaller when the difference 
between the expected access rates and the actual access rates increases. On 
the other hand, the performance improvement of the access time in the MSR 
strategy is mainly due to a full utilization of the available bandwidth resource. 
The requests that lead to larger access times will be blocked (i.e., they will not 
be included in the calculation of average access time), and hence, the block rate 
does not greatly affect the average access time. Thus, the load balancing func­
tion has no strong relationship with the improvement of average access time. 
Hence, with respect to average access time in Figure 3.13(a), the performance 
of MSR approach beats the performance of SSRS significantly. 

B. Performance under different allowed maximum access times 

In the simulation, we use 9r = 0. When allowed maximum access time T„ 
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Figure 3.14. Performance comparison of SSRS and MSR strategies for different allowed max­
imum access time 

increases, the average access time increases for both MSR and SSRS schemes. 
However, the rate at which the average access time of MSRS increases is slower 
than that of SSRS. As the scope of the parameter Tmax (0.5 min — 5.0 min) is 
much smaller than the entire movie length, the increase of Tmax has very little 
effect on the block rate for both the schemes. When T„iax increases, smaller 
retrieval bandwidth can be used, and thus more buffer space is required. 

3.5. Concluding Remarks 
In this chapter we have extended the idea of employing multiple servers 

for long duration multimedia document (mainly non-stream object) retrieval 
presented in Chapter 2 to a more realistic multiple client scenario. We have 
considered several system dependent parameters such as, server bandwidths, 
movie lengths, playback rates and the available buffer spaces at the client sites, 
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in the design of MSR approach. 

A systematic design of a MSR strategy for retrieving the movies has been carried 
out with the goal of minimizing the client access times and the block rates. A 
two-step hierarchical approach has been followed to attack the problem. In the 
first step (allocate bandwidth), we strategically partition the available server 
bandwidths for minimizing the access time and the block rate. In the second 
step (scheduling phase), we determined the exact size of the individual disjoint 
portions that need to be retrieved from each of the servers, which also decides 
the amount of buffer space required at the client site. In each tier, sufficient care 
is taken to design the algorithms considering the access rates, movie lengths, 
playback rates, retrieval bandwidths, and the available buffer space at the client 
site. The solution satisfying the system of equations generated also has the 
inherent property of satisfying the continuity relationships while presenting the 
movies to the users. The two-tier approach guarantees a timely retrieval of 
movies and utilizes the available bandwidth efficiently. This approach provides 
a general method of implementing MSR strategies for both static access rate 
and dynamic access rate cases. 

It may be noted that the TGS server designed in this chapter attempts to group 
the requests into tasks for scheduling. There may be two possible cases - static 
and dynamic. The static case refers to a predefined a number of movies in 
a group, however, the grouping method chapter does not limit the number of 
movies (i.e., requests) and hence, it is dynamic. The grouping depends on 
current bandwidth resource availability. In other words, whenever the required 
amount of bandwidth can be derived from a pool of servers, the allocation of 
one movie in one task can always be carried out. Thus, the requests will have 
shorter access time. 

It may be noted that in the strategy we present in this chapter, a playback is not 
triggered until the corresponding movie portion is downloaded completely by 
the client. While this guarantees that there are no hiccups during the playback, 
one can still initiate the playback as soon as a client is "adequately" filled with 
video data to circumvent any data starvation at a later time. In fact, commercial 
players use this technique. This is studied in the next chapter in which we present 
an alternate way of implementing this multiple server scheduling technology 
which may even deliver better performance, whenever possible. 

Bibliographic Notes 
A lot of research has been devoted to design several retrieval scheduling 

strategies, e.g., retrieval scheduling for disk (single and arrays of disks) [80,110] 
and tape cartridges [62], for minimizing the access time of a requested docu­
ment, while maximizing the number of concurrent streams and minimizing the 
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client buffer requirements. In [58], multiple channels retrieval is researched for 
minimizing the number of tardy frames in end-to-end delivery of multimedia 
data. These scheduling strategies are tightly related with the type of storage 
media. In [55] a MOD service (server) architecture consisting of multiple pro­
cessors (nodes) connected by an interconnection network is proposed. The 
objective of the study presented in this work is to maximize the throughput (the 
number of video streams that this server can supply). The problem is to assign 
streams to the interface node (the nodes that actually supplies the requested 
video streams) from a set of potential storage nodes in such a way that the 
throughput and the resource utilization are maximized. This is done by care­
fully balancing the load on the processors. Five different allocation polices are 
designed and analyzed. This paper also considers the file replication problem 
(in the view of improving the performance). 

In [12, 13], the video streaming problem for a group of users (clusters) is con­
sidered and the optimal solution for achieving a minimum average bandwidth 
is discussed. Further, it is argued that for dynamic interactive situations (using 
VCR control functions), this problem is isomorphic to the Rectilinear Steiner 
Minimal Arborescence (RSMA) problem. Since the latter problem is known 
to be NP-complete, heuristic schemes are suggested and their performance is 
evaluated. In [13], implementation details are provided. In [60] the authors 
consider the interactive functions under a failure and overloading situations 
in VOD server systems. The authors proposed an analytical model that takes 
into account failure and overload server conditions and performs rigorous re-
coverability analysis. In [28], the authors extend and generalize the treatment 
followed in [105] for the case of multiple servers and multiple clients and also 
carry out load balancing across the servers. 

Also, there are scheduling methods used in broadcasting like the Pyramid 
Broadcasting [ 109], Permutation-Based Pyramid Broadcasting [3] and Skyscraper 
Broadcasting [51]. In these schemes, basically, the idea is that each movie is 
partitioned into several segments and broadcasted periodically, towards the goal 
of achieving a minimum access time. However, broadcasting schemes have in­
herent disadvantages of making the client wait through the entire broadcast 
batch to get his/her choice [41], while requiring high-end client capabilities. 
An excellent compilation and comparison of various VoD techniques proposed 
in the literature until 1997 appears in [41]. However, all these works are limited 
to a single video server. 

A recent work in [85] considers employing multiple servers to retrieve MM 
documents, however, from a different objective. In this work, the authors de­
sign a scheduling scheme, referred to as application layer broker, at the client's 
site. In this work, buffer utilization is the only performance metric. It presents 
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an algorithm (referred to as application-layer broker (ALB)) that postpones 
buffer overflow optimally. In other words, the retrieval from a server is de­
layed to prevent buffer overflows at the client end, in advance. In general, the 
problem addressed in [25] can be described as follows. A collection of ob­
jects Oi, O2, •••, On should be available in the client buffer before certain time 
t. Object Oi can be retrieved from server j with retrieval bandwidth rij{t). 
When X!]7=i ^0 — ^rnax (where hi is the size of object i and Bmax is maximum 
available buffer size in client end), the authors propose a method to generate an 
optimal retrieval schedule that postpones the buffer overflow as much as possi­
ble. Also, this study assumes the retrieval bandwidth of every server is known 
beforehand and based on this assumption the design of a scheduling strategy to 
maximize client buffer utilization is carried out. 

While this work is about retrieval scheduling, the contents of this chapter are 
concerned with the retrieval of various disjoint portions of the movies from sev­
eral servers. Moreover, with the problem formulation presented in this chapter, 
knowing the amount of bandwidth required to retrieve a movie and the band­
width currently available with the servers, one can carefully balance the requests 
such that the available bandwidth is catered among the requests and the access 
times are minimized for the respective movies. We had also shown how to 
determine the exact amount of buffer size required at the client end. An inter­
esting merge of this work with the work in [85], would be to invoke the ALB 
algorithm after detennining the buffer size at the client end with the scheme in 
this chapter. As before, we can even consider average access time, block rate 
as well as buffer utilization, as performance metrics. 



Chapter 4 

AN ALTERNATIVE RETRIEVAL STRATEGY: A PLAY-
WHILE-RETRIEVE APPROACH 

In this chapter, we consider designing an alternate efficient movie retrieval 
strategy that minimizes the access times of movies. The main difference be­
tween the strategy to be introduced in this chapter and the previous ones depends 
on when the playback is initiated without suffering any hiccups for data. Most 
commercial media players (software) practice this idea to minimize the waiting 
time delays of the client. However, with existing VoD service architectures, 
whenever the underlying network experiences long delays, the players at the 
client end are bound to starve for data and result in presentation discontinuities. 
Especially with connectionless oriented services, the effect of waiting times 
amidst an ongoing presentation, due to unpredictable delays are significant. In 
this chapter, we follow the idea of an "early start" strategy. However, as seen in 
the earlier chapters, the underlying network architecture continues to use MSR 
technology. While we remain in the MSR domain, we attempt to minimize the 
access delays by initiating the playback of the first portion before the entire por­
tion is downloaded. One significant advantage during implementation of this 
scheme is that whenever networks delays are sensed, the system can react in 
advance by slowing down the retrieval from that channel and allow other faster 
channels to transfer more data in the future'. Thus, MSR residing at the back­
bone, continues to play a crucial role in quality control and hence this scheme 
is clearly a welcome one! In Chapter 8, we will discuss a practical prototype 
that is designed and we specifically follow the strategy to be introduced in this 
chapter in the design of that prototype. 

In this chapter we investigate the following issues: 

' Also, when client buffer spaces are not adequate, this strategy adapts and does the load sharing automatically. 



94 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

• We first attempt to design and analyze aplay-while-retrieve (P WR) playback 
strategy for a multi-server environment. For this strategy, we use both the 
single installment and multi-installment retrieval strategies to analyze the 
performance of the system. 

• For the above mentioned retrieval strategies, we explicitly derive closed-
form expressions for a minimum access time. 

• For the case of multi-installment retrieval strategy, since the retrieval follows 
several rounds of installments, we derive the ultimate performance bounds 
(asymptotic performance analysis) that quantify the limiting performance 
of PWR strategy. We demonstrate the presence or impact of a large scale 
network as well as the impact of indefinitely increasing the number of in­
stallments with the PWR strategy, thus quantifying the performance of such 
a multi-server service architecture. 

• We then address the problem of buffer management at the client site, which 
is one of the closely related issues that has a significant influence on the per­
formance of the strategy. We derive relationships that quantify the minimum 
amount of buffer expected at the client site to have a smooth presentation 
with this multi-server service structure. We do this for both the single in­
stallment and multi-installment retrieval strategies. 

• Finally, in order to test all the theoretical findings, we present some inter­
esting simulation experiments. In the experiments, we compare the per­
formance of the PWR strategy with that of the Play-After-Retrieval (PAR) 
strategy and discuss certain important points that are crucial for implement­
ing a real-life working multi-server service system. 

4.1. Service Model and Preliminary Remarks 
As usual, we first present the problem more formally, describe the network ar­

chitecture that is considered, and introduce the necessary definitions, notations 
and terminologies. We envisage the underlying network as shown in Figure 
4.1. In the network architecture shown, each server serves its respective local 
customers along with customers situated at other sites. The request for view­
ing a movie is individually initiated by local customers/clients on each server. 
Upon an arrival of a request, the server first seeks the requested movie locally. 
If this movie is available locally, then it is retrieved and presented to the user. 
However, if the requested movie is not available locally, this original server 
can obtain the information about the requested movie from other servers by 
employing look up services, such as the directory service. Then the requested 
movie can be retrieved from one or more servers employing the PWR proposed 
strategy. In the following, we describe the basic retrieval mechanism employed 
in this PWR strategy. 
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Local clients 

Figure 4.1. Architecture of a multi-server VoD system 

4.1.1 Description of the strategy 
We now describe the details of tlie PWR strategy. Consider a scenario in 

which a requested movie is not available locally at the original server, denoted 
as, S. Without loss of generality, we assume that the requested movie is present 
at servers SQ , Si and S2 • Let the total size of the requested movie be L, measured 
in bits. The connection bandwidths of channels from other servers( in this case 
^o to ̂ 2) to the local server( in this case server S) are denoted as Inui, i = 0,1,2, 
measured in bits per second. Let the playback rate at the client site be Rp, 
measured in bits per second. Please note that in the other chapters both hwi 
and R denote the inverse of the corresponding parameters and are usually 
expressed in s/MB. Once locating the respective servers having the requested 
movie, server S starts retrieving the requested movie from these servers. Since 
the design of the Service Module supports multiple servers, the movie will be 
streamed from all available servers concurrently using separate connections. 
This implies that the movie data will be partitioned into multiple portions and 
streamed from each of these servers. In this running example, a portion of 
the entire movie, denoted as mi, i = 0,1,2, is retrieved from each server and 
is collected by 5 in a particular order. Upon receiving the first portion of the 
movie from 5*0, the playback may start at the user terminal, when retrievals from 
other servers are underway. As mentioned before, the presentation continuity 
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is a major Quality of Service (QoS) requirement for a multimedia presentation. 
Thus, in order to start the playback when retrievals from other servers are 
underway, the size of the portion retrieved must be such that there should not be 
any data starvation for playback. In other words, the size of the portion retrieved 
must guarantee the presentation continuity. Now, the retrieval strategy must be 
such that before the playback of this portion comes to an end, the next portion 
of the requested movie data should be made available from Si. This retrieval 
process continues until all the movie is retrieved from the set of servers. 

The above example describes the PWR retrieval strategy in which server S 
only retrieves one portion of the movie from each server. This strategy can 
also be referred to as single installment retrieval strategy. On the other hand, 
the retrieval process may be such that server S may retrieve movie portions 
from each server in multiple installments. Thus, each server participates in 
the retrieval process more than once. In subsequent sections, we will describe 
these strategies in detail. In the basic retrieval strategy introduced in Chapter 
2, a client is allowed to start the playback only after the client has received 
the entire portion from the first server(S'o, in the example above). However, 
in PWR retrieval strategy, this mode of operation is relaxed and we design 
a strategy which allows an early start of the playback and at the same time 
guarantees presentation continuity. Thus, as soon as the critical size, defined 
below, of the first portion has been retrieved, the playback can be initiated on 
the client site. In other words, the client can start play this portion while the 
remaining portion is being retrieved and hence the name of PWR. The critical 
size, denoted as cs^, i = 0,1,2, is the minimum size of movie that a client 
should retrieve before the playback of this portion could be started so as to 
avoid data starvation and hiccups during playback. This critical size depends 
on the available connection bandwidth of the channels and the playback rate 
of the movie at the client site. Hence, this is somewhat a dynamic quantity 
and must be recomputed every time before fetching the data. For every portion 
that is to be retrieved from a server, PWR strategy recommends a critical size 
that should be retrieved in order to avoid data starvation. Figure 4.2 shows the 
whole process of the above example. 

4.1.1.1 Determination of critical size 

We now describe on how this critical size can be computed. This will be used 
later in the analysis of PWR strategy. Consider a scenario in which a portion 
of the movie of size m is to be retrieved from a server using a connection 
bandwidth of hw demanding a playback rate of Rp at the client site. The client 
can safely start playing the portion after the critical size cs of this portion has 
been retrieved. Figure 4.3 shows this concept. From the figure, we observe that 
in order to guarantee a continuous playback, the time to retrieve the remaining 
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portion (m ~ cs) must be not greater than the entire playback duration of the 
portion rn. In other words, 

'^-'' (4.1) 
m 
— > 

bw 

Thus, by satisfying this condition (4.1), we ensure that the retrieval of the re­
maining portion will not affect the continuity of the playback at any time instant. 
Further, when sufiiciently large amount of bandwidth is available (high band­
width networks), i.e., whenever bw > R,,, we note that the playback can almost 
start instantaneously, which is consistent with the PWR strategy. This means 
that we avoid buffering the data. However, in reality, due to numerous reasons, 
such as the constrains of the admission control mechanism and the network 
bandwidth available between remote servers and this client, most remote VoD 
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servers other than S cannot support each cUent with a connection bandwidth 
that is higher than the playback rate, for example, 1. 5Mbps for MPEG 1. Hence, 
without loss of generality, we assume Rp > few hereafter. We have, 

cs > ilh^^Mm (4.2) 
Rp 

As soon as cs of one portion has been retrieved, we can start playing the portion 
safely and the rest of the portion can be retrieved continuously while the play­
back is underway. From (4.2), we can see that the critical size bears a linear 
relationship with the movie size for a given bandwidth and playback rate. 

4.1.2 Some basic definitions 
We will recapture certain definitions stated earlier for the sake of continuity 

and introduce few additional definitions used throughout this chapter. 

1 .Retrievalschedule distribution: This is defined as an Â  ordered tuple m given 

by, 
m = ( m o , m i , . . . , m / v ^ i ) (4.3) 

where m^ is the portion of the movie retrieved from server Si,i = 0,1,2,..., N— 
1. Further, 

J2^k = L (4.4) 
fc=o 

and 
0<mi<L, i = 0 , 1 , 2 , . . . , A f - 1 (4.5) 

The set of all such retrieval schedule distributions is denoted as F. 

2.Critical size distribution: This is defined as an N ordered tuple cs given by 

c s = ( c S o , C S i , . . . , C S A f _ i ) ( 4 . 6 ) 

where ci'i is the critical size ofcorresponding portion mi, i = 0 , 1 , 2 , . . . , A ' ' — !. 
Using equality relation in (4.2), we have, 

{Rp ~ bwi)m^ 

Rp 
(4.7) 

3.Access Time: This is defined as the time between the instant at which the 
servers start transmitting their portions and the instant at which the presentation 
starts. This is denoted as, AT{m). According to the scheme motioned before, 
together with a practical perspective, we have, 

AT = !!!^i:£i£f2iil (4.8) 
bwQ 
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where huiQ is the connection bandwidth of the established communication chan­
nel irom SQ to S (supposing the first portion is retrieved from 5*0). 5 is intro­
duced in (4.8) to present the minimum size that a video player needs to initiate 
a playback. 5 depends on the video stream, i.e. the codec used, but it can also 
depend on player being used. Because the value of 5 only affects the access 
time, regardless of the retrieval strategy, without loss of generality, we set J = 0 
hereafter. 

4.Minimum access time: This is defined as , 

AT*{m*)=rmnmeTAT{m) (4.9) 

where, m* = (m*), ...,m*j^_~^) e V denotes an optimal retrieval schedule dis­
tribution of the entire movie. 

Thus, from above set of definitions and the strategy, the key objective is to min­
imize the access time by determining the optimal sizes of the portions of the 
movie to be retrieved from different servers involved in the retrieval process. 

4.2. Design of Movie Retrieval Strategies 
In this section, we shall attempt using single installment and multi-installment 

retrieval strategies in the design of PWR and determine the optimal sizes of vari­
ous portions retrieved from all the N servers in order to achieve minimum access 
time. 

4.2.1 Single installment strategy 
The movie portions are retrieved in a specific order from the servers. We 

will assume without loss of generality that this order is 5*0 to S^-v- Each 
server participates in the retrieval process only once for a client and hence the 
name single installment strategy. We now derive a closed-form solution for 
the minimum access time following this strategy. In Figure 4.4 we show the 
retrieval process using a directed flow graph comprising communication nodes 
(retrieval) and playback nodes. The arrows capture the precedence relationships 
in the retrieval and playback portions. For example, portion i can be played after 
portion (i — 1) and after receiving its critical size. Note that the weights of the 
nodes are indeed the communication and playback durations of the respective 
nodes. From this figure, we can derive a relationship between the retrieval of 
portion i and (i -|- 1) and the playback time of the portion m^ with the use of 
causal precedence relation and continuity constraint as, 

T-^ + ^ > 7 - ^ (4.10) 
bwi Rp bwi+i 
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'H-2 

CSg I few„ 

C5, / iw , 

o cs^ I bw^ 

o 

(>-(>-6-
m„ / R^^ OT, / 7?,, m^ I R^^ 

CSN~2 I bw^-2 

W cs^_ , / bw^_, 

'"N-I I R„ 'W/v-i / R,. 

t (playback) 

Figure 4.4. Directed flow graph representation using single installment strategy for movie re­
trieval from TV servers 

By using (4.7) in (4.10), we can get 

{Rp - bwi)mi_ TTH ^ {Rp- bwi+i)mi+i 
Rnhh Rp Rphwi+i 

Further 

rrii+i < 
Rphwi+irrii 

(4.11) 

{Rp - bwi+i)bwi 

Let us denote Rpbwi+i/{Rp — bwi+i)hv)i = pi. Rewriting (4.12),we have 

(4.12) 

mt+i<mipi, i = 0 , 1 , . . . ,7V - 2. (4.13) 

This equation means that the amount of a portion could be determined, given 
the information of the previous portion and servers' bandwidths. Then, the 
above equation represents a set of recursive equations that can be solved under 
equality conditions. Note that the use of equality relationships in (4.12) and 
(4.13) results in the maximum size of all the portions other than mg. Hence, 
using (4.4) we obtain a minimum value for mo, equivalently the minimum CSQ. 
In other words, we obtain a minimum access time. Thus, we have a recursive 
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set of (Â  ~ 1) equations with equality relations from (4.13). Each m, can be 
expressed in terms of TOQ as , 

i - l 

nii^m^Wpk, i = l,2,...,N -I. (4.14) 
fe=o 

Thus, the above set of (Â  — 1) equations given by (4.14) together with (4.4) 
are solved to obtain the individual disjoint portions of the requested movie. 
Substituting each m-i from (4.14) into (4.4), we obtain, 

i + EH^^ 
Substituting (4.15) in (4.14), we obtain the individual sizes of the portions as, 

i-l 

'^ ' = N^ip 1 ' * - l , 2 , . . . , A f - l . (4.16) 

I + E H P ^ 
p = l k=0 

Thus, the access time is given by, 

Arr*frr.*\ - •̂̂ o - (fip - bwo)mo _ bwp Rp 

(i + EII/^^) 
p = l A:=0 

It may be noted that only when Rp > bwo PWR strategy becomes meaningful. 
This is because of the fact that in the case of high bandwidth connections (more 
than the playback rate would demand), employing a pool of servers has no 
tangible effect on the access time. 

4.2.1.1 Homogeneous channels 

We consider a network with identical connection bandwidths among servers 
,i.e., bwi = few, foralH = 0,1,. . . , A'' — 1. In this case, using (4.15) and (4.16), 
the individual sizes of the portions retrieved from the servers Si are given by, 

m o - ^ ^ (4.18) 
p" ~ 1 

m^=^^^Jf^, * = l , 2 , . , . , i V - l . (4.19) 
p" ~ 1 
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Hence, the access time is given by, 

Remarks on the effect of sequencing: The strategy described above, assumes 
that the retrieval follows a fixed sequence, i.e., from 5*0 to S'TV-I- However, 
it may be noted that given a set of A'' servers, we have A''! retrieval sequences 
possible. Following the steps described in Chapter 2, even for the PWR single 
installment strategy, we can show that the access time remains independent of 
the retrieval sequence. Below we present a Lemma and a theorem that proves 
this claim. 

Lemma 1. Let the access time of a requested movie file by the server 5' be 
denoted as AT{m,, a{k, k + 1)), where a{k,k + l) (this sequence is given by 5o 
to 5;v~i in that order^), denotes the sequence in which the requested movie file 
is retrieved from the servers. Then, for a sequence cr'{k, k + I) (See the order 
below.^), the access time AT{m', a'{k, k + 1)) is equal to AT{rn, a{k, k + 1)) 
where, (T'{k,k + l) denotes a retrieval sequence in which the adjacent channels 
k and k + 1 are swapped, i.e., portion from server S^+i is retrieved first and 
then from server Sk-

Proof. The denominator of (4.17) can be written as : 

denorn{rn) = l+po+PoPi+PoPiP2 + --- = l+po{l + Pi{i- + P2{---))) (4.21) 

We can distinguish two cases depending on whether the first server ^o is in­
volved or not. If 5'o is not involved, when a switch is made between two 
successive servers, the new denominator is different from the original one in 
three p terms. This difference can be written as: 

• i - i 

denom{m') — denom{m) = y p.j 
.7 = 0 

,Pibw^ p,-ihwi-i pi+ihwj+i ^ 
bwi-i bwi+i biUi 

- p,_i (1 + p,:(l + P.+ , (1 + p»+3(...))))] (4.22) 

With little algebraic manipulation, the above equation returns zero. In the 
second case, where the first two servers So and Si are switched, the difference 

(.'''o, ^ ' i , •.., -'^k - 1 , •'''fc ,•''•*;+1, •'''fc+2 •..••-''> .̂  1) is the sequence. 
' ( S o , Si,..., .S'fc_i, Sfc+i, i'fc, A'fc+2 S N - I ) is the sequence. 
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in access time is, 

ATim) - ATim') = '^^ ^ ^^ - / " ^ . ^^' 
d,enom(rn) denom[m ) 

1 1 1 1 
(-; 7—)denom(m') — (- —-)denom(m) 

^j^_bwo__Jlp bwi Rp ^^^^ 
denom(m)denom{m ) 

By using (4.2l)(denorn{m) and denorn{rn') differ in two p-terms, po and pi), 
the numerator of the above fraction becomes equal to 

(_A 1 wi I ^p^^o n I ^p^"^^ n I . w )̂ ^^ 
^6^0 i?p^^ {Rp~bwo)bwi {Rp-bw2)bwo^ -r P2\-)))) 

. 1 •'• \/i Rpbwi Rpbv)2 
'~^b^i~Yp'^ ^ (i?p-6u;i)6u-o^^^ {Rp-bw2)bwi^^^P''^-••''>' 

(4.24) 
which in turn can be immediately proven to be equal to zero. n 

Therefore, one can easily conclude that the order in which the portions are 
downloaded only affects the respective size distribution, but not the access time 
when the retrieval order is changed. We prove this claim in general for the case 
of TV servers, as follows. 

Theorem 1. Given a pool of N video servers capable of rendering the re­
quested movie file, using the PWR single installment strategy, the access time 
is independent of the retrieval sequence used. 

Proof. One can easily prove the theorem with the aid of Lemma 1. Any valid 
sequence of servers can be derived from a single sequence by switching the 
positions between adjacent servers. Lemma 1 guarantees that these operations 
do not affect access time. n 

4.2.2 Multi-installment strategy 
In this section, as opposed to the idea of retrieving the movie portions from 

each server in one installment, we attempt to design a strategy in which each 
server takes part in the retrieval process for more than one installment. This 
strategy is referred to as multi-installment strategy. 

Thus, starting from server 5*0 to 5/v-i, the individual portions retrieved in 
the first installment are, mo,o, • • •, w^v-i.o, in the second installment we have, 
mo, i , . . . , 'fM7v-i,i, and so on, until the n-th installment, given by, mo.n-ii • • •, 
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™7v-i,n-i, respectively. Similar to the single installment strategy, the conti­
nuity of the presentation must be guaranteed during playback using this multi-
installment strategy. 

4.2.2.1 Recursive equations and solution methodology 
Figure 4.5 shows the entire process of this retrieval strategy. Let m^ j rep­

resents a portion of the total movie retrieved from server Si during the j-th 
installment, where j = 0 , 1 , . . . , n — 1. Thus, there are a total of Nn por­
tions of the movie that are retrieved from servers SQ to SN-.\ in n installments. 
Further, 

7 V - l n - l 

EE™(v;) = ^ (4-25) 
i=0 j=0 

Let CA'ij denote the critical size of the corresponding portion m.^j. Similar to 
(4.7), we have. 

(Rp - bwi)mi^j 

Rp 
(4.26) 

It can be deducted from Figure 4.5 that the causal precedence relations and the 
continuity relationships impose the following inequalities: 

= 0 , l , . . . , i V - 2 . (4.27) 

I = 1 ,2 , . 

N-l 

E 
p=k+l 

bwk 

..,n-

™p,i - i 

Rp 

Rp ~ bw_ 

1, we have, 

fe-i 

+ E ''"p-̂  
p=0 ^ 

— 

fc+i 

CSk,i 

bwi 
k = 0,l,...,N -1. (4.28) 

The minimum size of mo,o, which determines the minimum critical size can 
be obtained by seeking the maximization of all other m^ j . This goal can be 
achieved by using the equality relationships in (4.27) to (4.28) together with 
(4.25). We obtain, 

m,+i,o = ™,o r „ ^^'f"^'+' ") . ., = 0 , 1 , . . . , AT - 2. (4.29) 
{Rp - bw^+l)bW: 

For I = 1, 2 , . . . , ri — 1, we have, 

( N-l k~l \ , 

J2mp,., + J2mpAj^-^ fc = 0,l,...,7V_i. 
p=k + l p=0 J P " 

(4.30) 
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Figure 4.5. Directed flow graph representation using multi-installment strategy for movie re­
trieval from N servers 
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Since access time is now a function of both the number of servers (A'') and the 
number of instalhnents (n) used, we denote the access time produced by the 
multi-installment strategy, as AT{N, n). The access time is given by 

AT(7V,n) = "'""l"^°'° ' '^^ (4.31) 

where CSQ̂ O c^n be obtained by solving the recursive equations (4.29) to (4.30) 
together with (4.25) above. Note that the complexity of this procedure is 
0{Nn). 

4.2.2.2 Homogeneous channels 

Although the generic case posed above is too complex to solve in order to 
obtain a closed-form solution, for the case of identical connection bandwidths 
we attempt to derive an expression for the access time given by the multi-
installment strategy. Thus, the above set of recursive equations ((4.29) and 
(4.30)) can be rewritten as, 

mfe,o = mfc_i,Op \ , k = l,2,...,N~l. (4.32) 
Up — bw 

Then, for i = 1,2,..., n — 1, we have. 

i V - l fc~l 
bw 

Up 

(4.33) 
Denoting bw/{Rp — bw) as a, we have, 

mA:,n=mfc_i,o(l + CT), A; = 1, 2 , . . . , Â  - 1. (4.34) 

For i = 1, 2,..., n — 1, we have, 

( yv-i fc-i \ 

^ mp,i_i-f ^ m p , , CT, fc = 0 , 1 , . . . , 7 V - 1 . (4.35) 
p=k+l p=0 J 

Now, each of the ruk^o, k = 1,2,..., TV — 1 from (4.34) can be expressed as a 
function of T77,O,O as, 

rrikfi = 'moflP{a, k) (4.36) 
where, P{a,k) = {1 + a)''. We define a transformation k = i{n — 1) + 
jN and denote the portions of the movie retrieved from So,Si, ...,SN-\ inn 
installments as Qk, k = 0,1,..., Nn - 1, where k is as defined above. Thus, 
with this transformation and using (4.34) and (4.35), we generate the following 
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ruij 

0,0 
1,0 
2,0 
3,0 
0,1 
1,1 
2,1 
3,1 

k 

0 
1 
2 
3 
4 
5 
6 
7 

J 
0 
1 
1 
1 
1 
0 
0 
0 
0 

1 
0 
1 
2 
3 
3 
2 
1 
0 

2 
0 
0 
1 
3 
6 
8 
8 
6 

3 
0 
0 
0 
1 
4 
10 
17 
22 

4 
0 
0 
0 
0 
1 
5 
15 
31 

5 
0 
0 
0 
0 
0 
1 
6 
21 

6 7 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
1 0 
7 1 

Table 4.1. Coefficients table for multi-installment strategy 

Table 4.1. We have shown the table for A'' = 4 and n = 2 case. The entries in 
each row of the table are the coefficients of the respective powers of cr. Thus, 
the maximum number of columns and rows will be 7, i.e., {Nn — 1). As an 
example, mi^i corresponds to the row Q5, given by (4.35) as mo,o(2o- + %a'^ + 
IOCT^ + 5(T̂  + (T'°), and the entries in the table are precisely these coefficients 
of the various powers of CT. Thus, generalizing this idea, we have the following 
(boundary) conditions and a recursive definition to generate a particular entry 
E{i,i)in the table for arbitrary N and n. The boundary conditions that generate 
entries for the first installment n = 0 are given by. 

E(/c,0) = l, Vfc = 0 , l , . , . , A f - 1 , (4.37) 

E{k,Q)=Q, 'ik = N,...,Nn-l, (4.38) 

E{k,3) = 0, Vj > k, and k,:j - 0 , 1 , . . . , Nn - 1, (4.39) 

E{k,:)) = E{k-l,:j-\) + E{k^l,]), Vfc = l , 2 , . . . , A r - l (4.40) 

Note that the first entry E{Q, 0) is always assumed to be equal to 1, for nor­
malization purposes. Now, for the remaining rows, Q/v, QN+\, • • •, QNn--i, 
Wk = N,N -\-l,...,Nn-l, J = 1,2,...,Nn- l,wehave, 

fc-i 
Eik,j) E ^(p>^'-i). (4.41) 

p=fe_W+l 

Thus, in the example, we have for Q5 = mi,] = mofl{E{5,0) + £(5, l)cr + 
... + E{5, A)a'^ + i?(5,5)cr^). This is the polynomial shown above. Following 
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this notion, we can write rriij as, 

k 

•m.,^3 = Qk = mo,o Y, E{k,'l.)a\ yk = 1,2,..., Nn - I, (4.42) 
1=0 

We have a total of Nn unknowns with {Nn — 1) equations. As in the previous 
section, together with the normalizing equation, 

Nn-l i 

^"0,0 5Z ^ S ( z , j ) c 7 J = L (4.43) 
i=0 j=0 

we have a total of Nn equations to solve for all the unknowns. Note that each 
of the mjj can be expressed in terms of mo,o, by using (4.43), we obtain, 

mo,o = j^^^zT^ , (4.44) 

i=0 j=0 

where, E{i,j) is generated by using (4.37) to (4.41). Thus, given a set of A'' 
video servers having identical connection bandwidths, we obtain the optimal 
sizes of the movie portions to be retrieved from each server by using (4.37) to 
(4.44). 

4.2.2.3 Asymptotic analysis 

It is of natural interest to examine the impact of using a large number of 
servers and large number of installments, as both these parameters influence 
the performance. It may be noted that the parameter n is software-tunable, and 
hence the system designers can use this parameter to improve the performance 
by increasing the number of installments whenever there are fewer servers 
available for servicing. At the same time, when the system is large, the number 
of installments that can be used may be small. Thus, the flexibility of tuning the 
parameters (A'' and n) of the system serves as a QoS assurance to the client by 
the service provider. Finally, we will attempt to derive asymptotic performance 
bounds when the number of installments tends to be large (infinity) and the 
number of servers in the system is large (theoretically tending to infinity). These 
bounds serve as invaluable measures in quantifying the performance of the 
system. That is, we want to obtain: 

AT{N, oo) = lim AT{N, n) (4.45) 
n—>oo 

AT{oo,n)= lim AT{N,n) (4.46) 
N~too 
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Using (4.37) through (4.41), we can rewrite (4.43) as, 

mo,or = L (4.47) 

where T is given by, 

rNn-\ Nn-l Nn-1 

r = Y^ E{i,0)+cj Y^ E(i, 1) + ... + a'^"-! J2 E{i,Nn~l) 
i=0 i=0 

Equation (4.47) can be written as 

i = 0 

where, 

"̂ 0,0 Y. ^(^>' = ^ 

Nn-l 

R{j)= Y E{i,]) 
i=0 

(4.48) 

(4.49) 

and is defined as the coefficient of fj' in (4.48). In order to evaluate (4.45), we 
need to compute. 

lim mo 0 = lim 
L 

Y '̂ '̂ (̂ •) 
V 3 = 0 

(4.50) 

From (4.41), 

CXD CXD 

\im R{j) = V £ ; ( z - l , j - l ) + ^ £ ; ( i ~ 2 , j - l ) 
n—»oo ^—^ ^—^ 

1 = 0 ?:=0 

oo 

+ ... + X^£(*-iv + i , j - i ) 
4=0 

which, upon using (4.37) through (4.40), reduces to: 

lim R{j) = (TV ~ 1) lim R{j - 1) 
n—>oo n—>oo 

However, fi'om (4.37) we know that, 

R{Q) = N 

(4.51) 

(4.52) 

(4.53) 
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Hence, 

V ^ ^ { lim R{'))] = N + N(N - 1)(T + N(N - n V ^ 

+ N{N - lya-" + ... (4.54) 

The above equation can be further simphfied depending on the condition we 
impose on the factor {N — l)a. The following are the two different cases which 
may arise. 

Casel: (A^ - l)a < 1 
For this case, it can be readily seen that (4.54) can be written as 

TV 

Thus, 

—̂  n—^oo 
=0 

lim rno n ^ 
n—»cx) 

KJJ -

( 1 -

1-{N-I)a 

-iN-l)cr) 
N ^ 

(4.55) 

(4.56) 

Case 2: (TV- l)a > 1 
For this case, it is obvious that (4.54) will not converge to a finite value. Thus, 
it can be seen that 

lim mo 0 = 0 (4.57) 
n—»oo ' 

Now, we shall evaluate (4.46). From (4.37) through (4.41), we observe that as 
TV ^ oo, 
E i l r ^ E]=o E(:i,])(r-> -^ 00. This means that, 

lim moo = 0 (4.58) 

Summarizing the results, we have, 

T̂(TV,oc) = '-0^L, ./(TV-1).<1 (4.59) 

= 0, otherwise (4.60) 

AT{oo,n) = 0, (4.61) 

Further, (4.59) can be rewritten as. 

Now, when the number of installments is chosen to be sufficiently large and 
for a given bw, in order to obtain a specified (user defined or guaranteed by the 
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service provider) access time, we can derive the minimum number of servers 
required as: 

Nr, 
RpL 

[RpAT + L)hw 
(4.63) 

On the other hand, when Â  is fixed, the minimum bandwidth needed to achieve 
a desired access time is given by, 

hwj„„i 
RpL 

{R.,,AT + L)N 
(4.64) 

We shall testify the above theoretical findings through simulation tests later in 
this chapter. 

4.3. Buffer Management at Client Sites 
The client's system requirements have always been considered as one of the 

most important concerns during the design and implementation of the system. 
The main reason for the concern lies in the fact that any successful commercial 
application should always assume minimum requirements at the client site for 
the service to be attractive. 
By and large, one of the most important requirements at the client site refers to 
the minimum amount of buffer size expected. The buffer space requirements 
include the space to store the incoming stream under normal conditions, the 
buffer space needed to prevent overflow situations under abnormal conditions, 
and the buffer space that the local media-player^ requires for implementing its 
VCR-like control functions such as rewind, fast-forward, pause, stop, etc. 

4.3.1 Analysis on buffer occupancy 
The client buffer size demanded by the PWR single installment strategy, 

Bsingle, cau bc dcrivcd as follows. Since the buffer occupancy is different at 

''Different media-players may impose different requirements for a smooth playback 
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different intervals of retrieval durations, we have: 

B,„,,,i,, = (4.65) 
N-l 

= y ^ hwjt, if Condition Al 
1=0 

N-l 

= YJ bwit — aRp(t — ATsingif.), if Condition B1 
?;=o 

= TOO + 2_. ^'^ii ~ CiRp{t — ATgingig), if Condition CI 
1 = 1 

i - i N-l 

/.'"'H + / . ^•''"''j'^"" ctRp{t — ATsingie), if Condition Dl 
2=0 i—j 

N~2 

^ mj + hwN-it aRp{t - ATs,„g,e), if Condition El 
1=0 

y ^ rrii — aRp{t — ATgingie), if Condition Fl 
1=0 

where, the conditions Al to Fl are as follows. 

Condition Al: Condition Al: 0 < i < ATs^gie 

ConditionBl: AT.ingu, -^<hw 

Condition CI: ^ < t < ^ 
OWQ — bwi 

Condition Dl: , ^ <t <T-'-
bw.j-i — bwj 

Condition El: I^Vv^ < f < Z^^^tL 
W/V-2 ^ blUN-t 

Condition Fl: ^ J J ^ ^ * ̂  (^^ + ^T^.ngie) 

In the above equations ATsmgi^ denotes the access time achieved by the PWR 
single-installment strategy, a is a parameter controlling the buffer occupancy, 
either, by flushing the buffer that is currently consumed (a = 1), or, by retaining 
the retrieved data without flushing until the end of the presentation (a = 0). 
The former case is typical of an application such as pay-per-view kind of movie 
services and the latter is typical of an application such as interactive movie 
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viewing services on networks. Thus, any value of 0 < a < 1, is a measure 
of the extent to which interactivity is provided by the service provider. Hence, 
depending on the current network and server loading conditions, the service 
provider may vary the value of « for clients, thus exercising different levels of 
interactivity with the server systems. This may also be a measure of QoS and 
hence the pricing for users may be varied as per a client's interactive require­
ments. 

When 2_] bw-i < ai?p, the minimum buffer size^ expected of single installment 
1 = 0 

retrieval strategy would be. 

N--\ 

B^ie = E 5^^-" (4.66) 

N-1 

However, when \] bwi > aRp, Bsingle will increase until portion rrij has been 

/ V " l / V - 1 

totally retrieved from server Sj, where Y^ few., > aRp and \] hw.,, < aRp. 

Then, B^^^^i,, would be 

TDmin 
single 

J N-1 . , s 

^We denote this as B'">" , 
single 
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Similarly, the size of buffer space demanded by the PWR multi-installment 
strategy BmuUi, is given by, 

Bmulti = (4.68) 

2_^bw.,t, if Condition A2 

N-l 

2_] ^^«* ~ aRp{t — ATmuiii), if Condition B2 
i=0 

X]'^"(o,0 + X ] '̂"̂ '̂  ~ °=-̂ p(* ~ ^Tmuiti), if Condition C2 
i=0 i= l 

fc-ln-l N-l 

= 2_] /_] ^j,i + Z_] b'^i^ ~ oiRp{i — ATraulti), if Condition D2 
j—0 z—0 i^k 

N-~2n-l 

= y Y nij^i + 6w/v-it — aRp{t — ATmuia), if Condition E2 
j = 0 1=0 

N - l n - l 

= ^ Y l ™J'* ~ '^^P^^ " ^^mu'ti)' if Condition F2 
j = 0 i=0 

where, the conditions A2 to F2 are as follows. 

Condition A2: 0 < i < ATmuiti 

Condition B2: AT^^m < t < ^ ' 7 ° ''^^°'' 
bwo 

Condition C2: S N ^ < t < ^ ^ "̂ '̂̂  
b'WQ ^™i 

n - l v^n—1 
=0 ^ f c - l , i ^ ^ ^ 2.^i=0 ' Condition D2: ^ ' ' T " " " ' ' ' ' ' < t < ^ M l i ! ^ 

Condition E2: ^^=0' ^/v-2,» < ^ < ^ " ' 
bwN-2 " 6t(;Ar_| 

Condition F2: ^ ' = ° " '^"^ ' ' < i < (^^ + ^T„,,,,„,) 
bWN-l Rp 

In the above equations ATmuiu denotes the access time achieved by the PWR 
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N-l 

multi-installment strategy. Now, in the case of 2_. bwi < aRp, the minimum 
i=0 

^^u = E l^'^'^fl (4.69) 

of buffer size demanded by multi-installment retrieval strategy* would be 

bwo 

In the case of ^ ^^i > aRp, Bmuiti will increase until portion mj,„_i, the 

i=0 
N-l 

last portion from server Sj, has been totally retrieved, where Y ^ bwi > aRp 

N~l 

and J2 ^>'"''i < "^p- Then, B';:;^^ would be. 

1=0 

z=j + l 

1=0 fe=0 (=^ + 1 V •' fe=0 

fc=0 ^ ^ aRp 
bwj 

(4.70) 

V / 
4.3.2 Buffer size availability constraints 

As the buffer size is of fixed-size in any commercially available client ma­
chine, it will be wiser if the pre-allocated space during system initialization for 
this VoD application can be reused without further invoking a memory alloca­
tion service from the operating system. Clearly, if the OS renders a smaller than 
appropriate buffer space an overflow will be caused resulting in jitters during 
presentation. On the other hand, a larger than required buffer will not improve 
system performance. As far as the performance of this strategy is concerned, 
an important question to address is as follows: Given a buffer size of B bits 
at the client site, can we expect a continuous presentation by using the PWR 
multi-installment strategy? To answer this question, we need to consider both 
the buffer occupancy and the access time. For the ease of analysis, we only 
consider the case of homogeneous channels and set a = 1. Note that a = 1 

'•We denote this as B™|(^ . 
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implies that the system is of pay-per-view kind of service framework. 

In order to compute the minimum buffer size expected at the client site, we need 
to determine exactly the time instants at which these servers finish transferring 

N-l 

their last installments to the client. When YJ '̂"'i < oB.p, from (4,62) and 
1 = 0 

(4.69), we deduce 

'Rr, - Nbw 
lim BZiu = ( ^L^i:^ ) L (4.71) 

However, when 2_. ^^« ^ aRp, it is complex to determine the time instants 
1=0 

at which these servers finish transferring their last movie portion except from 
the last server. To clarify this aspect, we now consider an example that allows 
us to explicitly derive the equations that govern the time instants at which these 
servers finish transferring their last installments. 

Example 1. Consider a scenario in which the requested movie is supplied by 
3 servers, 5*0, Si and 5*2 by using multi-installment strategy. From (4.35) we 
have. 

m2,i. = cr(mi,; + mo,,,) 

mi_i = cr(mo,i+m2,,;--i) 

mo,i = cr(m2,i-i+mi,j_i), i = 0,1,... ,n - 1 (4.72) 

Further, (4.72) can be rewritten as, 

71 — 1 n—1 n —1 

^ m 2 . i = (T(^mi , i + ^mo, . i ) 
7:=o 1 = 0 1 = 0 

77-—I '77—1 n —2 

^ mi,.,: = a(Y^ mo,,; + ^ m2,») 
1 = 0 1 = 0 7.=0 

7 1 - 1 71 -2 7 1 - 2 

^ m o , , = c r ( ^ m 2 , i + ^ m i , j ) (4.73) 
1 = 0 1 = 0 7;=o 

Note that when we divide the left sides of each of the above expressions by the 
connection bandwidth bw, we can compute the time instants at which the last 
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installment will be completed. Now, we have, 

117 

n - l 

i=Q 

Further, 

n - l 

1=0 
n-2 

( l + cr) -C7 

y ,rn2,» 
i=0 
n-l 

\ i = 0 / 

(4.74) 

= cr(l +CT 1 + 
n - 2 

V 
^ " ^ 2 , ' 

(4.75) 

When the number of installments tends to be large (infinity), n -^ oo, we realize 
that 

n - l n-2 

(4.76) i=0 i=0 
n-2 

E mj„ ^ rrij 
i=0 i=0 

This means that the ratio of the sizes of the loads between different servers 
remains more-or-less identical when a very large number of installments is 
considered. Thus, by using (4.75) and (4.76) in (4.74), we have, 

oo 

1=0 
oo 

/ 

[1 + ^) l + a( l + i=0 
oo 

E™2,. 

\ 

(4.77) 

j=0 

Similarly we have. 

E"^i.' 
i=Q 

j = 0 

(1 + a ) ^ 1 + 

E™2,, 
i=0 
oo 

v;=o 

(4.78) 
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From (4.77) and (4.78) we conclude, 

oo oo 

' = " — ' ' = Q (A 1Q\ 
oo oo V • ' -^/ 

j=0 1=0 

Equation (4.79) means that the loads on these 3 servers, from 5*0 to 52, form a 
geometric progression. In fact, this holds true for using any number of servers. 
Now denoting the ratio between the loads on the adjacent servers as 7, we can 
express, 

00 00 

^ m j - i = 7^^TOo,i (4.80) 
1=0 1=0 

Further, 
U4J 0 0 , Y 

^„ . ; , _ , , , = 7 ^ " i g ^ o . = ^ (4.81) 
j=0 1=0 '^ 

Thus solving equation (4.81) we obtain the value of 7. Together with (4.70), 
we have: 

v:=o i-p / -• Lp 
„ 1 - ^ = . = I 2 . i ^y~"^' ] ^ ^ 7 - - 7 - J L (4,82) 

where. 

M 
i?p (4.83) 
hw _ 

The minimum buffer size required by the PWR multi-installment strategy is 
derived under the assumption that the number of installments is very large 
(n —> 00). Thus, in reality when the number of installments is finite, the client 
needs at least a buffer size equal to B'!^^^ obtained fi-om either (4.71) or (4.82). 
Otherwise, when the available amount of buffer at the client site is less than the 
required amount, the client will not be able to handle the incoming data. In this 
case, the client is not qualified to request the servers to transmit movie data. 
This problem could be considered as a part of the admission control mechanism. 

4.4. Performance Evaluation of PWR: Single and 
Multi-installment Strategies 

In this section, we evaluate the performance of the PWR single installment 
and multi-installment retrieval strategies through a number of simulation stud­
ies. In the simulation experiments to be presented later in this chapter, we 
consider the case when the connection bandwidths are identical, i.e., hwi -= bw 
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Figure 4.6. Access time vs. number of servers using PWR and PAR: single installment strategy 

for all the channels. The movie size L is assumed to be 2Gbits, and the playback 
rate Rp is 1.5Mbps. 

4.4.1 Behavior of access time 
We first see the performance of the single installment strategy. As it is ev­

ident from the closed-form solution, the access time decreases monotonically 
as we tend to utilize more and more number of servers. Figure 4.6 shows this 
behavior of the access time with respect to the number of servers utilized. The 
connection bandwidth biu is 1Mbps. In the figure, we have shown the plots 
using both PWR single installment strategy and PAR single installment strat­
egy, respectively. As expected, the access time decreases because the requested 
movie is available on more servers. From these plots we observe that the PWR 
single installment strategy remarkably outperforms the PAR single installment 
strategy on minimizing the access time. Typically, when using 3 servers, the 
access time of PAR single installment strategy is 376.16 seconds. However, 
the access time of PWR single installment strategy is 52.51 seconds. Thus, we 
gain a significant decrease of 86.04% in this case. 

In the case of the multi-installment strategy, we have two parameters, the num­
ber of servers and the number of installments, to control the retrieval procedure. 
First, we see the influence of the number of servers on the access time. Fig­
ure 4.7 shows the behavior of the access time with respect to the number of 
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Figure 4.7. Access lime vs. number of servers with n = 2 using PWR and PAR: multi-
installment strategy 

servers, while in the simulation experiments the number of servers is varied 
from 2 onwards. The connection bandwidth hw is 1Mbps. In this figure, we 
have shown the plots using both PWR and PAR multi-installment strategies 
corresponding access times when n = 2. From these plots we observe that the 
PWR muhi-installment strategy also outperforms the PAR multi-installment 
strategy. For example, when using 3 servers, the access time of PAR muhi-
installment strategy is 122.19 seconds. However, the access time of PWR 
multi-installment strategy is 2.42 seconds. Thus, we gain a striking reduction 
of 98.02%. Comparing the performance shown in Figure 4.7 with Figure 4.6, 
we observe that there is a significant reduction on the access time between 
PWR multi-installment and single installment strategies. Typically, in the case 
of using 3 servers, we gain a reduction of 95.39%. 

The effect of the number of installments on the access time is shown in Figure 
4.8. The number of servers considered in this experiment is 3 while the number 
of installments is varied from 2 onwards. Further, in order to evaluate the effect 
of the connection bandwidth on the access time, we use two different connec­
tion bandwidths, 0.45Mbps and 0.6Mbps, respectively. From the resuhs, we 
observe that when the number of installments is increased the access time using 
both PWR and PAR multi-installment strategies tend to decrease at first. Then 
the access time using either strategy tends to quickly saturate to a value when 
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the number of installments is increased indefinitely. Also, it may be observed 
that the saturation of the access time is quick in the case of the PAR strategy 
when compared with the PWR strategy. The plots also reveal the fact that even 
with smaller connection bandwidths the PWR strategy has a clear advantage of 
yielding a minimum access time when compared with the PAR strategy with 
higher connection bandwidths. Further, using the PWR strategy, in the case of 
Nbw > Rp, the saturation value of the access time is 0, otherwise, this value 
is given by (4.62). 

4.4.2 Quantifying client buffer requirements 

We now evaluate the buffer requirements at the client site. We set a = 1. 
First, we consider the single installment retrieval strategy employing 5 servers 
So to 5*4 with connection bandwidths of 1Mbps. Figure 4.9 shows the behavior 
of buffer occupancies at the client site with respect to time t, using both the 
PWR and the PAR single installment strategies. 

As expected, the buffer requirement using the PWR single installment strategy 
is much less than that of the PAR single installment strategy. In simulation 
experiments, the maximum buffer space expected by the former strategy is 
457Mbits and for the latter it is 1.041Gbits. Thus, we have a reduction of 
57.13% on buffer requirement. The influence of« on buffer requirements can be 
seen by varying a in the range [0,1], as shown in Figure 4.10. Thus we observe 
that regardless of the a value, the buffer requirement imposed by the PWR single 
installment strategy is smaller than that of the PAR single installment strategy. 
Typically, when CT = 1, we gain a significant reduction of 57.13% on the buffer 
requirement. Even at a = 0.5, we also gain a reduction of 30.35% on the 
buffer requirements. Now we consider the multi-installment retrieval strategy 
employing 5 servers SQ to 5'4 using connection bandwidths of 0.3Mbps and the 
number of installments of 4. The behavior of buffer requirement using multi-
installment retrieval strategy is demonstrated by Figure 4.11. In this figure, 
we show the buffer occupancies at the client site with respect to time t using 
both the PWR and the PAR multi-installment strategies. From the results, the 
maximum buffer needed by PWR strategy is 215.6Mbits, while the maximum 
buffer needed by the PAR strategy is 317.8Mbits. Thus, we have a decrease of 
32.16% on the buffer requirement. While this behavior is somewhat identical 
to the single installment strategy, the behavior becomes interesting if we take 
the effect of connection bandwidth into consideration. We show the effect of 
the connection bandwidth on the buffer requirement in Figure 4.12. In this 
experiment, the connection bandwidth is varied from 0.1Mbps onwards. We 
observe that the buffer requirement reaches a minimum value at a point where 
the cumulative connection bandwidth becomes equal to the playback rate of 
the movie. Afterwards, the buffer requirement trend seems to increase for 
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both the strategies although the PWR strategy clearly wins the race. Another 
observable effect is that for large connection bandwidth magnitudes, the buffer 
requirement tends to decrease faster for PWR while the requirement continues 
to increase in the case of the other strategy. This is due to the fact that in the 
PWR multi-installment strategy, as the connection bandwidth approaches the 
playback rate, the access time approaches zero and the video stream storage 
requirements diminish. 

The effect of the number of installments on the buffer requirements is shown 
on Figure 4.13 for the PWR strategy. The number of servers considered is 5 
with connection bandwidths of 0.3Mbps. Clearly, using a larger number of 
installments minimizes the buffer requirements at the client site. Typically, 
we obtain a reduction of 58.82% in buffer requirement between 3-installment 
strategy (292,6Mbits) and 7-installment strategy (120.5Mbits) are used. 

4.4.3 Effect of load balancing 
From our earlier experiments, we observed that the server loads (uploading 

duties) are not identical and hence it would be interesting to quantify the ratios 
of the amount of loads rendered by adjacent servers with respect to different 
connection bandwidths. First, we consider the PWR single installment strategy. 
We define the ratios as Ri = mi/rrii-i, i = 1, ...,4. The connection band­
width in this experiment is varied from 0.3Mbps onwards. Figure 4.14 shows 
the ratios of loads on adjacent servers using PWR single installment strategy. 
From the results, we observe that Ri — Rj, Vi ^ j , for a given bandwidth. 
Also, the sizes of the portions rendered by different servers, 5*0 to S'/v-i, form 
a geometric progression. 

Now, we consider the PWR multi-installment strategy. Figure 4.15 shows the 
ratios of loads on adjacent servers using PWR multi-installment strategy with 
connection bandwidths of 0.5Mbps. As in the previous experiment, we define 
the ratios as R^ = Y^^ZQ rrii^j/ Xlpo "^i-i , j ' 
i = 1,..., 4. As the number of installments increases, the ratios of loads ren­
dered by adjacent servers become identical, i.e., Ri = Rj, \/i ^ j , and even 
in this case, as testified by the theoretical findings earlier, we observed that the 
sizes of the portions rendered by different servers, ^o to S^-i, form a geomet­
ric progression. 

From the above experiment, we know that the ratios of loads rendered by adja­
cent servers become identical by using a relative large number of installments. 
Our next experiment aims to examine the impact of connection bandwidths 
on the load ratios, by varying the connection bandwidths starting at 0.1Mbps 
onwards. Figure 4.16 shows the ratios of loads on adjacent servers using the 
PWR multi-installment strategy. We observe that the ratio remains at 1 when 
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Nhw < Rp. Afterwards, the ratio increases when the connection bandwidth is 
increased. Further, comparing Figure 4.14 with Figure 4.16, we observe that 
the ratio of the PWR multi-installment strategy is slightly smaller than the PWR 
single installment strategy one, at a given connection bandwidth. 

4.5. Concluding Remarks 
In this chapter, we have presented a generalized approach to the theory of 

retrieving a long-duration movie requested by a client using a network based 
multimedia service infrastructure. For a network based environment, we have 
designed and analyzed an efficient PWR playback strategy to minimize the ac­
cess time of the movie. The analysis clearly highlights the advantages of the 
strategy when compared to a PAR approach. Further, with the novel design, we 
have shown that both the playback strategies (PWR and play after retrieve(PAR)) 
can in turn choose to retrieve the movie portions using either single installment 
or multi-installment retrieval strategies. Thus playback strategies are basically 
concerned about how and when to initiate the playback while retrieval strate­
gies are concerned about how to retrieve the movie data from the servers, The 
use of PWR or PAR depends on the application requirements. For instance, 
for a pay-per-view kind of multimedia service, PWR is suitable as it is also 
shown to expect a minimum buffer requirement, given by (4.71) or (4.82), at 
the client site. However, when an interactive service is to be provided, PAR 
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is the natural choice, although the client is expected to have a bigger buffer 
size compared to the PWR strategy, as shown in the simulation experiments. 
Furthermore, for the pay-per-view service with the PWR strategy, depending 
on server availabilities, one may tune the number of installments to suit client 
buffer availability. This is clearly evident from the results shown in Figure 
4.13. Of course, when the availability of servers is somewhat constrained in 
the system, using the multi-installment strategy may not be possible. In such 
situations, the single installment strategy may be meaningfiil, despite the larger 
buffer space consumption and the longer access time. 

For the PWR strategy, we have derived closed-form solutions for the access 
time using both single installment and multi-installment retrieval strategies. 
Further, we have derived a closed-form expression for the critical size that must 
be retrieved prior to kick-starting the movie presentation. Also, for the PWR 
playback strategy employing the multi-installment retrieval strategy, we have 
conducted an asymptotic performance analysis. Such an asymptotic analysis 
elicits performance bounds on the strategies and serves as a valuable measure 
for tuning the system performance. For instance, together with simulation ex­
periments, the choice on the minimum number of installments can be made 
depending on the saturation level of the access time. Also, the choice on the 
number of servers to be utilized for a given number of installments can also be 
quantified. The analysis presented in this chapter, followed by experimental 
support, clearly renders clues on client buffer management and also on tuning 
the servers to meet the buffer availability at the client site. Thus, the service 
can be attractive even to clients with low buffer space, by tuning the number of 
installments. 

4.5.1 Some open-ended issues 

There are some important issues that need careful consideration if a real-life 
system is to be developed on the basis of the PWR strategy. First, the trans­
mission rates between the servers and the client should be known a-priori if 
the delivery schedule is to be calculated. This translates to the need to perform 
transmission tests in order to accurately estimate these bandwidths before any 
strategy is decided upon. Of course, this will consume additional time and 
generate more network traffic. An alternative approach might be to use the data 
of the requested movie in the tests, so as to compensate for such extra work. 
But this definitely complicates the retrieval strategy and requires some sort of 
schedule adaptation while the actual delivery is happening. Such techniques 
are discussed in Chapter 6. Chapter 6 also addresses the second concern, which 
is that the bandwidths must remain constant throughout the uploading proce-



An Alternative Retrieval Strategy: A Play- While-Retrieve Approach 129 

dure. Otherwise, the presentation continuity could be compromised. A third 
concern relates to the use of other techniques such as batching, patching, and 
caching, with the PWR strategy. Such a merge can lead to the conservation of 
the server and network resources, possibly allowing for higher system avail­
ability. Further, taking into account the available bandwidth and buffer sizes at 
both the server and client sides, it would become more meaningful to combine 
the problem of admission control and retrieval strategy. This is a very critical 
problem when handling multiple client requests. 

In practice, most of the commercial players exercise software control for in­
teractivity. While the interactions of Play/Stop, /Pause/Resume can be easily 
incorporated in our PAR/PWR schemes, other interactions, such as Fast For­
ward/Rewind, Fast Search/Reverse Search and Slow motion, are major chal­
lenges to be considered. 

Bibliographic Notes 
Following are the published papers somewhat closer to the context of this 

chapter. Most of the contributions in this chapter appear in [71]. In the design 
of parallel server architectures, the concepts of using a concurrent push [67] or 
2ipull-based [65] scheme have been proposed. In the pull-based design shown 
in [65], the need for inter-server synchronization is completely eliminated and 
also by a careful design of admission control algorithm the loads across the 
serves are carefully balanced. There is also a third approach that incorporates 
a proxy at the client site [66]. With this scheme, a proxy located at the client 
machine is responsible for requesting and processing data, thus avoiding fur­
ther network communications. There are some differences between the service 
model employed in [66, 67, 65] and the model adopted in this chapter. In the 
former model, the video data is basically partitioned and stored (striped) across 
many servers, and hence, each server can render only the portions that are 
stored with it. Also, the data that is stored across these servers are of uniform 
sized stripes. However, the model adopted in the design of MSR strategies, 
in general, assumes that the entire movie is available at some servers (just as 
in conventional video rental stores) and each server is scheduled to retrieve 
only a portion of the movie. Also, the MSR strategies allow non-uniform sized 
portions to be retrieved from the servers in view of minimizing the access time 
on a highly delay-sensitive networked environment. Thus, the model in the 
latter study explicitly accounts for any non-zero communication delays in the 
process of minimizing the access time, while the studies in [66, 67, 65] are 
more suited when communication delays are negligible^. In fact, [28] extends 

'Distributing the data across the servers/disks is very similar to the striping employed by RAID (see section 
1.3 



130 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

and generalizes the treatment followed in [105] for the case of multiple servers 
and multiple clients and also carries out load balancing across the servers. 

Apart from the recent attempts employing multiple servers in the literature men­
tioned in Chapters 2 and 3, there are a lot of studies in the literature focused on 
the design methodologies for different aspects of a VoD system. Techniques 
such as batching [2, 27], chaining [94, 95] patching [22, 50] and piggybacking 
[42, 43] have been investigated. Some of these techniques can be also com­
bined to improve the efficiency further [38, 64, 77]. The effects of different 
techniques to reduce the aggregate bandwidth requirements are evaluated in 
[76], while providing interactivity for a VoD system. These techniques include 
server replication, program caching in intermediate nodes and user sharing of 
video streams and caches. Further, an excellent compilation and comparison 
of various multicast VoD techniques and implementations proposed in the lit­
erature until 2001 appears in [73]. 

There is also a lot of research devoted in designing retrieval scheduling strategies 
for broadcasting. These include, pyramid broadcasting [109], permutation-
based pyramid broadcasting [3] and skyscraper broadcasting [51]. In these 
schemes, basically, the idea is to partition each movie into several segments 
and broadcast them periodically, towards a goal of achieving a minimum ac­
cess time. However, broadcasting schemes have the inherent disadvantage of 
making the client wait through the entire broadcast batch to get his/her choice 
[41] and they usually require high-end client capabilities. 

Furthermore, the problem of data organization and storage is well studied in the 
literature [78, 88, 113]. Some studies also focus on the design of movie buffer 
caching strategies for effectively utilizing the memory and reducing disk I/O 
overheads [26] and dynamic network resource allocation for improving trans­
mission rates with low jitter variation in media streams [32]. The work in [85] 
considers employing multiple servers to retrieve multimedia objects, but from 
a different objective. In this work, the authors design a scheduling scheme, 
referred to as an application layer bmker{ALB), at the client site. Typically, a 
client negotiates with a group of servers and identifies the best server to retrieve 
an object. This scheme attempts to minimize the buffer space requirements at 
the client site. 



Chapter 5 

SCHEDULING OVER UNRELIABLE CHANNELS 

5.1, Nothing Is Certain But Death And Taxes! 
The main problem associated with the deployment of the methods described 

in the previous chapters is their dependence on fixed, a-priori-lcnown parame­
ters about the state of the networJi, that do not change for the duration of the 
data upload process. While this can be relatively safely assumed about the 
availability of the servers, it cannot be assumed, at least given the current state 
of affairs on the public Internet, about the bandwidth parameters bwi. 

In this chapter we explore ways of relaxing the scheduling constraints that stem 
from the constant system parameters. We still assume that bandwidths bwi are 
constant in order to be able to derive a closed-form solution to the partition­
ing, scheduling and playback problems, but our model incorporates the features 
necessary to statistically address this deficiency in a systematic manner. 

This chapter presents the modified system model and associated derivations, 
while Chapter 6 addresses the issue of how to use the new model capabilities 
towards adapting to network variability. 

5.2. A Refined Model 

The changes made to the system model aim at providing not only an even 
more realistic approach at describing the target process, but also at facilitating 
the flexibility to adjust the schedule in response to network problems such as 
packet losses. 

The communication cost for each server St is assumed to be equal to bwt • rtii • 
L + Oi, where o,; is a constant overhead, hw-i is the (inverse of the) bandwidth 
and nii the percentage of the L-sized data that Si needs to upload. A number 
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of factors can contribute to a server's o constant, such as the communication 
round-trip-time (RTT), setup costs, the cost of establishing a connection or any 
other fixed cost activities. The overhead o,; can also be utilized to indicate when 
server Si becomes available for contributing to the delivery of a document. This 
feature is used in Chapter 6 to accommodate network variability in the derived 
schedules. 

This model has been shown to provide adequate accuracy in many cases [7] 
while at the same time being more true-to-life than the simpler linear one used 
in the previous chapters. In the sections that follow, a server's communication 
characteristics are noted as the pair Si{bwi, Oi). 

Any communication over the Internet (TCP or UDP based) involves the breakup 
of the message into packets. Each packet contains additional routing and other 
information resulting in an increase of the actual transmitted data. The analysis 
that follows is based on the assumption that each server's bandwidth relates to 
how fast the "bare" document can be communicated, effectively allowing us to 
ignore the overhead associated with packaging. 

In order to cater for the unreliable nature of the communication media, the 
upload schedule that is computed for each server is extended so that it allows 
the transmission of additional data. In particular, each server is "clocked" for 
the transmission of c m; L, where c is the relaxation parameter satisfying c > 1. 
Effectively, each server is allowed to utilize its connection for c — 1 percent 
more time (see Fig. 5.1(a)). The implications of this policy are the following: 

• If packet losses or other causes, delay the delivery of the rrn portion of the 
document, more download time is available without any disturbance to the 
playback schedule. 

• The additional data could overlap with the ones delivered by another server, 
e.g. 5j+i, a technique that has been suggested in [92] for parallel FTP 
access. For example, the (c — 1) m^ L portion of the data could be identical 
with the last portion of the data delivered by server 5*,:+]. If traffic prevents 
the timely delivery of part mj+i, the data delivered by Si could prevent the 
appearance of interruptions in the playback. This possibility is well worth 
investigating, but it is not studied further in this book. 

Obtaining the packet loss probability can be accomplished by monitoring 
previous transfers, while prediction can also be performed via Markov-chain 
models [63]. It should be noted that although, we assume fixed values for all 
the problem parameters, the proposed partitioning and delivery scheme can 
be used in a completely adaptive fashion, regularly modifying the delivery 
schedule in response to network/server state changes. Dynamic schedule 
adaptation is explicitly treated in Chapter 6. 
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Figure 5.1, Example of delivering a document to a client C by 3 servers, using (a) a single in­
stallment strategy, (b) two-installments with a single overhead per server and (c) two-installments 
with multiple overheads. Figure (a) features a breakdown of the time costs involved, includ­
ing the extra time provided for transmission (e.g. (c - 1) bwomoL for So). Colour indexing 
associates the downloaded parts with portions of the play-back operation. 

The playback can start while the data are being downloaded (same as the 
PWR strategy of Chapter 4). The only constraint is that playback has to 
finish -at least- 5 time units after the download ends. 5 is a consequence 
of the fact that current video encoding standards organize the data stream 
into Groups Of Pictures (GOP) that have to be decoded in a certain order. 
For a video stream that consists only of intra-coded (I) and predicted (P) 
frames 5 is equal to the time needed to download one frame. If bidirectional 
(B) frames are utilized, the delay has to be extended to the time needed 
to download a GOP. In practice, we can, either, use a fixed delay of a few 
seconds (e.g. 1-10), or, use the time that would be required by the slowest 
link to download a GOP. 

Thus, for a single server, the continuity constraints under the model used in 
this chapter, would be expressed as follows if AT is the access time (a.k.a. 
initiation latency [39]) and R is the playback rate of the document (expressed 
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for convenience in sec/MB as hw): 

AT + RL>cbw + o + S (5.1) 

In a direct analogy to the use of parameters Oj for scheduling currently busy 
servers (see discussion in Sections 6.3 and 5.3.2.1), we can manipulate S to 
accommodate interrupt-free scheduling of Variable-Bit-Rate (VBR) docu­
ments as shown in section 5.4. 

The conditions and relationships that should be satisfied for this approach to 
work for a Constant-Bit-Rate (CBR) document, are presented in the follow­
ing section. The model used in this chapter can be considered a refinement 
of the one used in Chapter 4, although no critical size is identified for each 
server. Instead, parameter 6 and the continuity inequalities discussed in the 
next section, guarantee interrupt free playback. 

An overview of the cases examined in the following sections is presented in 
Fig. 5.1 in the form of simple examples. Both single and multi-installment 
strategies are examined for CBR content, while section 5.4 extends these 
for Variable Bit Rate (VBR) content. 

For convenience, we summarize the notations used in this Chapter in Table 
5.1. 

5.3. CBR Case 

5.3.1 Single-Installment Case 

Although a single installment approach has been shown to yield inferior 
results [105], we present the associated analysis here for completeness. 
Additionally, as it is shown in Chapter 6, the single-installment strategy can 
be the basis of a robust dynamic scheduling scheme that adapts to changing 
system conditions effectively. 

An example of a single-installment strategy is shown in Fig. 5.1(a). Based 
on this and the discussion on 5 of the previous section, we can deduce that 
the following inequalities should hold for each of the A'' servers: 

AT + moRL>cmoLbwo + oo + 5 (5.2) 

AT + (mo -I- mi) RL>cm,iL bwi + oi + 6 (5.3) 

AT + (mo + m,i -|- m2) R L > c m'l L bw2 + 02 + S (5.4) 
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Table 5.1. Notations 

hwi 

bwc 

c 

CP 

D^ 

^3,i 

L 

m,i 

rrij^i 

mdi 

M 

the inverse of the bandwidth of 
the connection between server 
Si and client C 
the inverse of the bandwidth 
of the client's connection 
{sec/MB) 
schedule relaxation parameter 

percent confidence on the de­
livery schedule 
equal to c bwi — R 

equal to ,J';_ 

size of requested document 
{MB) 
percent of document to be de­
livered by server Si for a single 
installment schedule 

percent of document, sched­
uled to be delivered by server 
Si during installment j 
percent of movie downloaded 
by server Si 
number of installments 

rrvpi 

N 

Oi 

Pi 

R 

sz 

V 

X,, 

5 

M 

a^ 

percent of movie downloaded 
by server Si that has been 
played back 
number of servers 

overhead associated with start­
ing a download from 5, 
packet loss probability for 
server 5,; connection 
the inverse of the playback 
rate of the requested movie 
(.sec/MB) 

payload of each packet 

upper limit of fraction ^''^^'' 

random variable describing 
how many packets from server 
Si are dropped during install­
ment j 
time delay introduced in the 
schedule to accommodate out-
of-order frame decoding 
mean of normal distribution 
followed by Xj^i 
variance of normal distribution 
followed by X-j.^ 

AT +{mQ+mi + - • •+m,N-i) RL> cwiv-i LhwN-i + ON-\+^ (5.5) 

It is obvious that in order to obtain the minimum AT, inequalities (5.2) to 
(5.5) must be solved by using the equal sign. The result is the following 
formula that connects the portions assigned to successive pairs of servers: 

m,; = m,;_i-
c bwi-

+ 
0 , -1 

hwi — R L{c bwi — R) 
(5.6) 
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where i = 1 , . . . , A'' — 1. Eq. (5.6) opens the road to expressing each m,; 
V i : 0 , . . . , TV — 1 as a function of rrio: 

c* 111=0 ^Wk 
Wj = m o . ^^'^ " — + 

1 1^ d-^-\ok - Ok+i) YYfM bwj 

where it is assumed that YYn • ' ' = 1 ̂ iid X]"^ • • • = 0 if ni > n2. 

Thus, finding mo becomes only a matter of using the normalization equation, 
i.e. 

i V - l 

^ m, = 1 (5.8) 
i=0 

which yields: 

1 v ^ W - l v^n .̂  
=0 n"=.+,('=f™3~R) 

m o 

(5.9) 

Access time can then be computed from Eq.(5.2): 

>IT = 5 + oo + (c 6wo - - R ) i mo (5.10) 

The above equations provide for an 0{N) time complexity solution of the 
partitioning problem, given a fixed, pre-determined server order. The or­
der here refers to the fact that the downloading of the individual portions 
from the servers follow a specific sequence. A typical sequence could be, 
^4,5o, 52, ^ i , 5*3, assuming that there are 5 servers in the system. This 
means that the first portion is downloaded from server 5*4, the second por­
tion from ^o, and so on. The problem of optimally ordering the servers is 
addressed in Section 5.5. 

A similar derivation to the above can yield the solution when a different 're­
laxation' constant c is used for each server, i.e. &. This would be desirable 
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when each server connection exhibits different loss characteristics. In this 
case, Eq. 5.9 becomes: 

-, I j ^ -r^TV-l n"=o '-j '""j (sr^n~l (o»+i-Oi) I l j^ i lc bwj-R) 
~|- L Z^n=l li;Ci(c6»,-/J) |^2^i=0 j-[.^^ ,,, bw, 

(5.11) 

In order for an equivalent server to offer the same AT, the following equation 
should hold: 

AT + LR = c bw,,,,uivL + 0,,,™, + 5 (5.12) 

Substituting (5.10) into (5.12) and by using Eq. (5.9), it can be shown that 
the N servers behave like a single equivalent server with attributes: 

bwQ R B 
l + B ^~cYT~B hWe,guvu = , , n + ~ -I , n (5-13) 

and 
c bwQ — R 

l + B 
•equiv=Oo-{ , , „ F (5.14) 

Where i' - 2.„^i ™^^(^ ^̂ ^̂ .̂ ^̂ ^ I ^^.^g ^,^, , ^^, 

The buffering requirements of the proposed method, if we assume that the 
data are discarded once viewed (like using a = 1 in Section 4.3), can be 
computed as follows: At any given time t > AT, the data that have been 
displayed and thus removed from the buffers are equal to *~^'^'. At time 
t = AT the maximum volume of data that have been received by the client 

E f min {AT, Oi + m-thw^L) - o.j, \ 
max 0, ^ (5.15) 

,:=o ^ ^'^' ' 

where the max function caters for the possibility of AT < o,;, while the 
min function covers the case of AT > Oi + mihwiL, guarding against 
calculating the part uploaded by server Si in excess of miL. 

After playback has started, the rate that data are buffered, changes only when 
a server completes its part of the transmission. The buffer requirements are 
maximized when the links do not suffer any losses, which translates to the 
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following buffer requirements at the end of each S.j server transmission: 

( i N-i 

y rrii + rrij bwj \ b 
1=0 i=j + l 

E o-j — Oi / „ Oj+ bw-im.jL — AT\ 
^ - m . . ( 0 , ^ V ) ^'-''^ 

for Vj : 0 , . . . , A'̂  — 1, where max f 0, ^—"'•''^•' — J are the data that 
have been already "consumed". The maximum of the A'̂  + 1 quantities 
given by Eq. (5.15) and (5.16) produces the maximum buffer requirements 
for the multi-server distribution. It should be noted that when all servers are 
identical, Eq. (5.16) reduces to: 

/ £ ) i + i _ l D - l 

max 0, (5.17) 

c bw ^„j ^ D-l where D = -^^f^ and mo = -^ 

The following lemma shows exactly how much packet loss can be tolerated 
by our approach without the introduction of playback interrupts. 

Lemma 1. The maximum packet loss percentage any server connection can 
endure without disturbing the playback is equal to ^ ^ . 

Proof. If Si's connection suffers a PL percent packet loss, then its effective 
bandwidth reduces to ^zpi- Without loss of generality, lets assume that 
while the client is playing the document part delivered by 5,, it has displayed 
the mo + ''ni + . . . m.pi portion of the document, where rnp, < m^. If at 
the same time Si has uploaded m,di L data, i.e. 

AT — 5 — Oi + (mo + mi + • • • + mj-i) R L + m,pi RL — 

= md,Lj^^ (5.18) 

then ensuring the continuity of the document presentation means that the 
following should hold: 

mp, < md, =. mp. L J ^ < md, L- '"'^ 
1 - PL " ' 1 - PL 
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which through Eq. (5.18) becomes 

hwi 

AT - & - Oi + L (mo + mi H h mj_i) R + mpi L R (5.19) 

By using Eq. (5.5) (substitute ifoi N ~ 1), Equation (5.19) becomes: 

mpi L- T— < crrii L bwi — rui R L + mpi L R ^ 

rnpi L (^zj^ ~R] < m L (c f-w), - R) (5.20) 

Since it is obvious that rnpi < rrii, inequality (5.20) becomes 

( l - P L ) - i <c=^PL< ^—^ 
c 

D 

The equations presented above can be simplified further under special cir­
cumstances. In the case of identical servers (i.e. bw-i = bw and o,; = o) Eq. 
(5.9) is reduced to: 

_ c bw—R /JT ^ I \ 
mo = -j^ (5.21) 

c bw \ -1 
c bw—R J 

If only the constant communication overheads are the same, Oj = o, Eq. 
(5.9) and (5.10) become: 

mo = (1 + B)-^ (5.22) 

and 

AT = S + O, + L'-^^^^ (5.23) 
1 + is 

where B = Y ,̂ ~i TT" / 1° ^'a\- In this case (i.e. o, = o), if we denote 

by J4T(^ ) the access time offered by a group of Â  servers and by AT^°^ 
the one achieved by SQ only, then 

^r^{0) ^ ^y(N) ^ ^ (̂  ^^^ ^ ^^ _ ^ (5 24) 

which is also an indication of the improvement a multi-server distribution 
can offer in the general case (i.e. when Oj ^ o). 
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5.3.2 Multi-Installment Case 

In the single-installment case, it is assumed that each server incurs a start-up 
overhead before actual data transmission. When a multi-installment strategy 
is employed, there are two possibilities related to the start-up overhead: (a) 
one start-up per server and (b) one start-up for each installment. In the 
following subsections we examine both possibilities: 

5.3.2.1 Single Overhead 

The overhead in this case can be associated with setup costs, or even denotes 
a server's release time, i.e., the time instant some of its resources are released, 
allowing the server to service the specific request. An example is shown 
in Fig. 5.1(b). If for example a server X is expected to become available 
for uploading data after a time instance f^', W setting ox = f^x', ^^ ^^"^ 
incorporate server X in the delivery schedule. 

In order to guarantee the playback's continuity , the following inequalities 
should hold for the first installment, where rrij^i denotes the j-th installment 
of the j-th server: 

AT -\- mofi R L > c mo,o L bwo + OQ + 5 (5.25) 

AT + {mofl + Tno,i) R L > c mo,i L bwi + oi + 5 (5.26) 

AT + R L 2_. ''''̂ '0,/c ^ '' wo.Af-i L hwj^^i + o^-i + ^ (5.27) 
fc=o 

For the second installment we have: 

AT + RLmifi + RL ^ mo.fc > 
k=0 

c {mofi + mifi) L bwo + oo + 6 (5.28) 

N~l 

AT + RL {mifi + mi,i) + R L "^ mo.fe > 
k=0 

c (mo,i + mi^i) L bwo + oi + 6 (5.29) 

In general, for M installments and V j = 0 . . . M ~ 1, the i-th server during 
the j-th installment should satisfy: 
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/ i j - l N-l \ 

AT + RL [y^^'j,k + J2Y1 •'"'".'= ^ 
\fc=0 n = 0 fc=0 / 

c L feiui 2 , '̂ fc,t + Oi + (5 (5.30) 
fc=o 

Minimizing AT suggests solving inequalities (5.25) to (5.30) by using the 
equality sign. Subtracting the equation governing the j-th installment of Si 
server, from the equation governing the j-th installment of 5,+i, we obtain 
V i = 0 , . . . , Â  - 2 and V J = 0 , . . . , M - 1: 

.7 :i 

/? L m,j^i+i = Oi+i - Oi + cL bwi+i ̂  m,k,t+i - c L bwi ̂  m,k,i =^ 
k=o fc=o 

ô  - Oj+i +cLbwi X]fc=o mk,i -cL bwj+i Yljll Wfc,t+i 
L (c bw-t+i - R) 

(5.31) 

Similarly, subtracting the equation governing the j-th installment of S^-i 
server, from the equation governing the (j + l)-th installment of S'o, we get 
V j : = 0 , . . . , M - 2 : 

.7+1 :i 

R.L m,j+ifl = OQ-opj^i +cL bwo ^2"'/c.o ^cL bw^^i ^ m k , N - i => 
*:=0 fc=0 

^ 7 + 1,0 = 

ON-1 -oo + cL bwN-i Yli=o rnk,N~i - c L bwo J2i=o ^kfl 
(5.32) 

L (c bwo — R) 

Equations (5.31), (5.32) are complemented by the normalization equation, 

M-lN-l 

E E ™J>' = 1 (5.33) 
j = 0 1=0 

to form a set of Â  • M linear equations. The coefficients of the equations 
form a band-triangular matrix. A fast method for solving this system of 
equations is described in the next subsection. 
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5.3.2.2 Multiple Overheads 

Each server Si incurs a constant overhead Oj at the beginning of each install­
ment. An example is shown in Fig. 5.1(c). A scenario that would fit this 
profile is when each server re-evaluates the strategy of what data to transmit 
during the excess (c — 1) time. Tracing the same steps as in the previous 
case, we can show that for the i-th server during the j-th installment: 

/ * i - i N-i \ 

AT + RL ij2"^.Afe + J2Y1 "̂ ".fc ^ 
\fc=0 n=0 fc=() / 

c L bwi J2 'r^Ki + (j + 1) o» + 5 (5.34) 
fe=0 

Similarly, the equation governing the j-th installment of Si+i is V i 
0 , . . . , A r - 2 a n d V j = 0 , . . . , M - 1: 

(j + 1) {oi - oi+i) + cL bwi Yli-o '^k,i 
rrij^i+i = 

L (c hwi+i — R) 

c L bw^+i J2i^o mk,i+i 
L {c bwi+i - R.) 

(5.35) 

and the equation governing the j +1-th installment of 5o isV j = 0 , . . . , M-
2: 

_ (i + 1) (ow-i - oo) - oo + 
'^'+''' - L{cbw,-R) + 

•: L bwN^i Y^l^o ruk^N-i - cL brvp Y^I^Q nikfi 
L (c bwo — R) 

(5.36) 

Again, the normalization equation (5.33) completes the set of N • M linear 
equations which form a band-triangular matrix. 

Unfortunately, the above sets of equations are too difficult to handle in 
order to produce a closed-form solution to the problem, as in the case of 
a single installment. Even under the assumption of homogeneity (bwi = 
bw and o,_ = o V i ) seeking a closed-form is difficult. 

However, the solution can still be computed very quickly, as the equations 
are recursive in nature. Moreover, equations (5.31), (5.32), (5.35) and (5.36) 
can all be shown to produce an aflfine connection between individual rrij^i 
parts and mo,o: 

rrij^i = Aj^i'mofl + Bj^i (5.37) 
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The constants Aj.;^ and Bj^i can only be determined after the calculation of 
the constants Ai^k and Bi^k, V fc < i if j = /, or V fc if / < j . For both the 
single and multiple overhead cases, AQ^ = 1, AQ^I = {c bvjQ — R)~^ and 
Bofi = -Bo,i = 0. 

Calculating the constants Aj^i and Bj^i for all j , i pairs, requires approxi­
mately TV steps for the first installment and 2jN steps for each of the other 
j = 1 , . . . , M — 1 installments. Thus, given 0{N • M) memory, we need 

M - l 

N + 2N^j = N + 2N M '-^^-^ = O {N • M^) (5.38) 

computations for computing all Aj^i and Bj^i. An additional 0{N • M) 
operations are required for calculating mo,o from Equation (5.33): 

M - l N - l M-lN-l 

"̂ 0,0 E E ^̂ •.' + E E .̂v' = 1 (5.39) 
';=() i=0 7=0 i=0 

followed by 0(A^ • M) more operations to complete the calculation of all 
rrij^iS viaEq.(5.37). 

A natural question that needs to be addressed at this juncture is on the number 
of installments to be used. This matter is treated extensively in Section 5.7. 

It should be noted that if the above set of equations return negative values 
for the parts rrij^j, then this means that the document can be delivered faster 
than it can be played-back, i.e. fewer servers can be used. 

5.4. VBR Case 

Equations (5.9),(5.7) are based on the assumption that the download rate 
will be able to keep pace with the playback rate. This may very well not be 
the case for VBR movies that can have wildly varying rates depending on 
the scene content. An example is shown in Figure 5.2. Even CBR content 
is in reality VBR if you consider intra-GOP frame size. Average GOP sizes 
remain constant though, allowing us to treat this case differently. 

As reported in the literature [25], the statistical distribution of the frame 
sizes is a heavy-tailed one. This presents a difficulty for modeling VBR 
traffic, but under the problem settings as outlined In this paper, we need 
only to determine whether the playback time of any movie frame exceeds 
its expected delivery time. 

In such a case, the AT has to be increased by adding a delay 5^1,^, i.e. 
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Figure 5.2. Frame sizes over time for the 78sec MPEG-4 coded trailer of tlie movie Matrix 
Revolutions. Tiie 640x256 movie was coded with the Xvid codec (http://www.xvid.org). The 
size of the PCM-coded audio is incorporated in the frame sizes. 

replacing 5 in the Equations of the previous Section with 6 + 5yhr- Since 
Equations (5.9), (5.7) do not contain a reference to 6, parts mo, • • •, wyv-i 
remain unchanged by this modification. 

6.„i,r needs to satisfy the following: 

AT + 6vbr H > deliver (i) 
jps 

(5.40) 

where deliver (i) is the expected delivery time of frame i : 0 , . . . , n - 1, for 
a movie with n frames and a rate of fps frames per second, deliver {i) can 
be computed once the delivery schedule is known. Then we can proceed to 
estimate deliver{i), for V i : 0 . . . n - 1 as follows: 

deliver{i) = fi Oj + 

Ik-i i - i 
chwj\^fr{l)-L\S2 J]] mz,p +J]mfc,i 

, ;=o \ /=o Vp#j 1=0 

(5.41) 

where Sj is the server delivering the last bytes of frame i, during installment 
k. where fr{i) is the size of the i-th frame (including audio data), /j, is, 
either, 1 for the single-, or k for the multiple-overhead case. Please note that 
Equation (5.41) is based on the assumption that the frames are stored within 
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the movie stream in the same order they are played back, which is of course 
false for B-frames. This is though, a small discrepancy that is in-any-case 
rectified by the original 5 parameter of our model. 

The minimum (5,,̂ ^ that satisfies Equation (5.40) is: 

Ĵ itr = max\/ i I deliverii) — AT —-— I (5.42) 
V fPsJ 

and it has to be computed on-line for each instance of the movie uploading 
problem. 

To avoid having to compute Sy^^ on-line, we can calculate a worst-case 
alternative based on R, i.e. we have to find a value for 5yhr that keeps the 
running average of the playback rate always below R: 

\ fc=o 
5 ; ; / f - = , n a x v . l i ? ^ M f c ) - — 1 (5.43) 

Kbr "̂'̂  yields a pessimistic schedule but since it depends solely on the 
movie characteristics, it needs to be computed only once. 

For the example shown in Figure 5.2,5°^^ ™'̂  is found to be equal to 6.16sec 
for R = 2M^s/MB, L = 32.95MB, fps = 24 and n = 1872. The 
value of the delay Syt,,- for the delivery of the movie through two servers 
So{lOsec/MB, Isec) and Si{lOsec/MB, Isec) with p == 0.1, sz = 1500 
and a confidence of 95% (see Section 5.6 for more on this issue) is equal to 
5.46sec. 

To these numbers we should add an extra delay to cater for the download of 
all the information needed for the decoding of a frame, as has been discussed 
earlier for 5. For this particular example where the video stream consists 
only of I and P frames, this additional delay is zero. 

5.5. Optimum Server Ordering 

In the case of heterogeneous servers, e.g. different o and/or bw attributes, 
the order that servers are assigned a portion of the movie, influences the 
access time. This does not contradict the results reported in Chapter 2 and 
in [105], where it is assumed that Oi = 0. Solving the ordering problem for 
the simplest possible case of having just two servers, offers valuable insight 
for solving the general problem. For two servers and a single installment, 
the two possible configurations are shown in Fig. 5.3. 

In the following paragraphs, we focus on the single-overhead case but it 
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Figure 5.3. The two possible configurations that two servers can be arranged to deliver a doc­
ument. Inverted patterns depict extra time provided for recovering from networlc errors. 

should be noted that the same results can be shown to apply in the multiple-
overheads case as well. 

There are only two possible configurations: in configuration #1 So delivers 
the very first part of the document, while in configuration #2 Si does so. 
For one installment, we can use Equations (5.9) and (5.10) to compute 
the difference between AT[ ' and ATj^', where the subscript indicates the 
configuration and the superscript indicates the number of installments: 

ATI (1) AT 
(1) _ (oQ - oi)B, 

c bvjQ + c bwi — R 

(2) 

(5.44) 

For two installments, m,o,o and AT^ can be computed from Equations 
(5.25)-(5.30), by subtracting the formula for rrii^i from rriifi (i = 0,1) and 
the formula for nijfl from mj_i_i (j = 1). A similar procedure can be 

applied for AT2̂ ^̂  Then, it can be shown that: 

•^(2) ATf ^ - AT.\ (2) 

(oo - oi)R^ 
c bwoR'^ + c'^bwQ{c bwi — R) + {c bwo — R){c bwi — RY 

(oo - oi)i?3 
bwoR"^ + Dx [D^)D] + c'^bwl] 

(5.45) 

where DQ = (c bwQ - R) and Di = (c bwi - R). In both Eq. (5.44) and 
(5.45) the difference of J4TS has the same sign as the (OQ — oi) difference, 
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as the denominator is positive. 

If we apply the same procedure for a three-installment situation, it can be 
proven that: 

(3) _ 4^,(3) ___ 
ATI"' - ^^2 = 

c hwoR^ + Di [DlD] + c2 6u;2 [DoD^ + i?2]] 

Similarly, for four installments: 

AT['^ - ylT(^) = 

( O Q - O l ) i ? ^ 

c 6wo/?." + Di [DlDl + r;2 6w;2 [DID^ + i?2DoDi + i?^]] 

and for five installments we have; 

(5.46) 

(5.47) 

^ y ( 5 ) _ ^ y ( 5 ) ^ K - o i ) i ? ^ (5.48) 
H 

where 

H = cbwQR^ + 

Di [i?o'^i + c^ bwl [DlDl + R^DlDl + R^D^Dr + i?«]] 

It is now straightforward from Equations (5.44) -(5.48) that the difference 
for M installments, in general, is given by: 

^ (M) _ (M) ^ fco-oi)i^^^'^ (5 49^ 
J 

where 

l?i 
M - 2 

^ M - l ^ M - 1 ^ ^ 2 {,̂ 2 ^ / ^ 2 ( M - 2 - ^ ) ^ ^ p ^ 

The importance of Equation (5.49) is that it shows that the sign of the 
difference depends only on the (OQ — oi) difference as the denominator is 
always positive. This translates to the following: 
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Lemma 2. When two servers are used to deliver a document, the minimum 
access time is achieved if the servers are in non-decreasing order of their 
respective overheads Oi. 

Proof. The proof is evident from Equation (5.49). D 

The above relates to the general case of N servers if we consider two con­
secutive servers Si and Si+i for i = 0 , . . . , TV — 2 in the given server order. 
We can assume without loss of generality, that Oi < Oi+\. Lets also assume 
that the part of the document that these two servers deliver is a fraction / of 
the original, i.e. / < 1. Then, we can derive the following from Equation 
(5.30) for installment j = 1 , . . . , M - 1: 

AT -^ RL rrij^i + ^(mfe,i + nik^i+i) + Tij = 
\ k=o I 

3 

c L bwi 2^ "̂ n,?: + Oi + 5 (5.50) 

n=0 

J 

AT + RL Y^{mk,i + mfc_i+i) + Tij = 
fc=o 

j 

c L bwi+i ^m.„ , j+ i + o,+i + 6 (5.51) 
n=0 

where T^̂  is the duration of the playback of parts delivered by the other 
servers: 

( j i-l ,7-1 N-1 \ 

^'^'^n,k + Yl Y^ mn,k] (5.52) 
n=Ok=0 n=0/£=i+2 / 

Lets also assume that swapping the order of servers Si and 5^+1 does not 
cause a change in the document parts that are assigned to the rest of the 
servers. That means that the fraction / that is collectively assigned to Si 
and Si+i remains the same, i.e.: 

M - l 
^ m„,j + mn,i = f (5.53) 
ri-O 

Equations (5.50),(5.51), and (5.53) allow the computation of AT as a func­
tion of / and the parts assigned to the rest of the servers. For example, the 
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access time for configuration #1 (i.e. Si precedes S't+i) and 2 installments 
is: 

c bw^Dj+ilf L A + i -Oi + Oj+i - AT) 

' c bw,R^ + D,:+i [ A A + i + c^w^] 

^ c bwi+i{c bwj+i - 2R){f LR-AT) 

" c bwiR^ + A + i [ A A + i + c^w^] 

^ R^io,-o,+,+fLR + AT) 

' c bwiR^ + A + i [D, A + i + c26'u;2] 

where Di ^ c bwi ~ R and A + i = c 6wi+i - R and AT = T\^i - Tp.i. 

Similarly we can compute AT2 which yields the same results for AT{ ' -

AT'f' as Equation (5.45): 

^ ^ c bw^R^ + Di+i [DiDi+i + c^w^] 

In general, it can be shown that given a fixed part assignment to the rest of 
the servers, the rearrangement of S'i and 5^+1 produces the same change in 
access time as predicted by Equation (5.49). 

The above means that Lemma 2 is also applicable to any pair of consecutive 
servers: 

Lemma 3. Given any pair ofconsecutive servers used to deliver a document, 
the minimum access time is achieved if the servers are in non-decreasing 
order of their overheads Oi. 

Proof. Lets assume without loss of generality that Oi < o^+i. Swapping 
the order of Si and 5^+1 can have two possible outcomes: 

- The remaining servers get the exact same assignments. Then the lemma 
is correct. 

- The change in server order causes a global redistribution of document 
delivery parts. Then, the only way that the access time for configuration 
#2 could be smaller, would be if the rest of the servers were assigned 
more load, in effect increasing AT, which proves the lemma. 

D 

With the above we can formulate the Optimum Server Ordering Theorem, 
as follows: 
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Theorem 1 (Optimum Server Ordering Theorem). In order to mini­
mize the access time required for delivering a document via N servers 
SQ, SI, ..., 5iv-i and M installments, the portions of the document should 
be assigned so that the servers are sorted in non-decreasing order of their 
constant communication overheads Oj. 

Proof The theorem is a direct consequence of Lemma 3. An optimum 
server ordering has to satisfy the property that any pair Si, 6^+1 of consec­
utive servers must be ordered so as Oi < Oi+i. The only way this could be 
achieved is by sorting the servers in non-decreasing order of their constant 
communication overheads. n 

If we include the sorting of the servers, the complexity of computing a 
delivery schedule becomes 0{N -M+N logN). Also, a direct consequence 
of the above theorem is that in the case where all Oi are the same, the order 
of the servers does not influence the access time. This matches the result 
reported in [105] and Chapter 2, where it is assumed that ô  = 0 Vi. The 
above by no means implies that the servers' communication speed does not 
influence access time. It just states that their optimum order does not depend 
on it. 

5.6. Determining the Optimum Relaxation Parameter c 

The anticipated packet loss percentage ^ , has a significant influence on 
the determination of when the playback will commence. As this percentage 
cannot be effectively predicted and is not even constant for the duration of a 
document transmission, setting the value for c is a problem. If a small value 
is used, there is a danger of introducing playback interruptions. On the other 
hand if a large value is used, access time can be needlessly increased. The 
following example is illustrative: 

Example: Lets suppose that three servers 5o(15s/MB,Is), 5i(20s/MB,2s) 
and 52(12s/MB,ls) are to deliver a 1 GB document with R = Ss/MB to a 
client with an available bandwidth ofbwc = 5s/MB. If we assume that no 
packet loss occurs, then c = 1, while if we assume a 10% probability loss, 
we have to use c = 1.1111. For each of these values and for M = 1,2,3 
the AT will be: 

M 

1 
2 
3 

AT for c = 1 

845.4 sec 
114.6 sec 
20.1 sec 

AT tor c = 1.1111 

1260.0 sec 
250.7 sec 
64.5 sec 

% increase 

49 
118 
221 
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The above example is indicative of how important the choice of c is. In this 
section we explore how the optimum c can be found given the number of 
installments M. It is clear that there is a strong relationship between M and 
c but in this chapter we will assume M to be constant. The algorithm for 
finding the optimum c is the basis of finding the optimum M in an attempt 
to adapt to network variability as explained in Chapter 6. 

If rriĵ j is the document portion to be delivered by server Si during install­
ment j and sz is the packet payload, then the multi-server schedule allows 
for a total of ['̂ "''̂ •' J attempted packet deliveries. The packets that can be 
dropped without playback "hick-ups" are \_——~i^—J • 

In the analysis that follows, we assume that the packet-loss probability fol­
lows a Bernoulli distribution with a mean of p,; for the path used by server 
Si. Packet-loss is usually being modeled by fc-order Markov chain models 
[63]. The Bernoulli is the simplest of these models (fc = 0), with more 
sophisticated ones (e.g. Gilbert for fc = 1 and Extended Gilbert for k> 1) 
providing better prediction accuracy. The sine model, a variation of the 
Bernoulli model, where the loss probability oscillates with a 24-hour long 
period between a minimum and maximum value, has been also described 
by Arai et al. to provide better accuracy than the Gilbert model [6]. 

Given that we focus not on the duration or length of the loss bursts, but 
on the total number of lost packets during an installment, the assumption 
of a Bernoulli distribution is suificient. Given all the above, the Central 
Limit Theorem [75] predicts that the random variable Xj^i that describes 
how many packets get dropped, follows a normal distribution with mean 

jj, = i '^ ™'̂ '' 'Pi j and variance a'^ = {^^-^—Pi (1 - p-*)) • Since the ran­

dom variable ( •''^'^ ) is standard normal, we can use cumulative distribu­
tion tables for obtaining an upper limit of Xj_, that would yield a specific 
percentage of confidence on the robustness of the schedule. 

For example, if we require that the probability of not breaching the delivery 
schedule during uploading rrij^i L, to be 95%, then, 

^ ( c - 2 L ! ! ^ ^ \ p (^^Oillif < y > 0.95 =. '-j,^ 
sz / V o" 

V = 1.65 (5.56) 

where 

V^d^^^^^^,^- A-^ (5.57) 
sz Pi Vcpi(l-pi) 



152 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

Similarly, given a confidence that the schedule should provide, we can obtain 
the corresponding upper limit v for •'''"^ (1.65 in the above example). The 
desired value for c can then be computed by. 

2 G J , , ( 1 - P O 
(5.58) 

where Gj^i = " ' j ' ' . Equation (5.58) is derived directly from (5.56) and 
is the positive-sign solution to a quadratic equation involving y/c as the 
unknown. The other solution is invalid as the maximum usable v is below 
3.5, while ^2ii_ can be in the order of tens of thousands for a lone duration 
movie, which would result in a negative value for c. 

It can also be shown that 

.§(. v\2L vfij^i +piSzv\v-\- A/W2 + 4 GjA j 

^ ^ ~ 2 L r 4 i ( l - p i ) \ / " ' + 4G',„ ^̂ •̂ •̂* 

which means that c decreases as rrij^i increases. As the number of packets 
increases, the probability of packet losses deviating from the mean pj be­
comes smaller and smaller, thus allowing for a c that is closer to 1 -h pi. 

If we assume that each of the A'' servers uses a different route to the client, 
thus allowing us to consider the Xj^iS random variables as independent, then 
the formula describing the probability of an interrupt-free playback becomes 
equal to: 

Determining c by putting a lower bound CP on Eq. (5.60) requires a prior 
decision on the individual values of the cumulative probabilities: 

\ •" sz 

The simplest solution is to assume that they are all equal. This assumption 
allows us to compute c as: 

"̂ •M 2G, , , ( l~p , ) 
c = maxji -=7;——-̂  r — (5.61) 

where 7 : 0 , . . . , M - 1, i : 0 , . . . , A'' - 1 and v is the upper bound for a 

standard normal variable so that its cumulative probability equals CP'^ N-M ). 
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The particular choice for c guarantees that 

If all packet- loss probabilit ies are identical, i.e., Pi = p Vi, c can be deter­
mined by the min imum rrij^i. Since piS cannot be easily determined or are 
not even constant over t ime for each of the communicat ion routes used, a 
constant p representing worst-case behavior could be used instead to sim­
plify our calculations. 

The procedure depicted above stumbles on the fact that m-j jS and c are in­
terdependent . This means that the latter needs the former to compute and 
vice-versa! Given a value for c, from (5.58) and by solving for mj^i, w e can 
compute the min imum portion of the document that can be scheduled as, 

c{l - p.,)p^ sz v"^ 
m4c = — TT^ (5.62) 

L ( l ~c{l -p-,)y 

Thus, determining an opt imum value of c would require the solution of a 
N • M equations of the form: 

rrij^i = m4c (5.63) 

for c and selecting the largest of the A'' • M outcomes. 

Each of the Eq. (5.63), for i = 0 , . . . , Â  - 1 and j = 0 , . . . , M - 1 can 
have multiple solutions. The one we are interested in, is the smallest one 
which is also greater than 1. 

If we were to plot the curves c = f{;rn,p) as given by Eq. (5.58) and the 
ones for parts rrij^i, then the intersections between the c family of curves 
(for each of the pi) and the corresponding mj,i curves would provide the 
candidates for choosing the appropriate c, i.e. the minimum for a single 
rrij^i curve and the maximum over all rrij^fi. 

An example of this procedure is shown in Figure 5.4, where the delivery 
of a lOOmin MPEG-4 [1] MP@ML video stream by five servers using a 
single installment, is simulated. It is assumed that R = Q.Usee/MB and 
L = 645Mi? (see Section 5.8 for the reasoning behind these choices). 

The server bandwidths were chosen as 10 times the corresponding Fibonacci 
number {hw^ = 10, hwi = \0,hw2 = 20sec/MB, etc.) for each server. 
OjS and S were considered to be equal to Isec, while the payload sz was 
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o 2 

m 
Figure 5.4. A plot showing how the individual parts m,, depend on the value of c. Also shown 
is a curve for c as computed from Eq. 5.58. The arrow points to the crossing which represents 
the optimum value for c in this particular setup. 

assumed to be close to the maximum allowed by TCP/IP, i.e. 65000 bytes. 
The confidence on the resulting delivery schedule was set to 95% and paclcet 
loss probability was assumed to be 40%. 

If packet loss probability is consistent across all channels (pi = p), then we 
only need to seek where the c curve intersects the minimum of all the parts, 
as indicated by the arrow in Fig.5.4. 

Seeking the coordinates of this intersection can be accomplished by an it­
erative approach where successive nij^i V i, j and c values are computed in 
series. The details are presented in the form of a flowchart in Fig. 5.5. The 
algorithm shown is based on the assumption that the set of servers to be used 
has been already fixed. 

In the algorithm of Figure 5.5, an initial guess for c is used to compute the 
minimum m„,.,„s. This guess, which is generated from Eq. (5.58) by max­
imizing the number of data packets (i.e. by using mAc = 1), is the smallest 
possible for the given problem settings. The steps that follow are then used to 
reach our target by updating our c estimate through continuously halving the 
gap between m,min and mAc. It should be noted that although the algorithm 
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(start] 

m4c = 1 

Compute c using m4c 

^ - 2 G(l-P) 

Compute all parts and 
also the minimum mmin 

for the c estimate 

Compute c using m4c' 

• = - 2 G ( l - p ) 

Compute all parts and 
also the minimum rUmin 

for the new value of c 

Figure 5.5. Flowchart describing an iterative approach for determining the optimum parameter 



156 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

seems to go to unnecessary lengths for what is essentially a form of binary 
search, what is really attempted is a restriction on how the intersection is 
approximated. This restriction ensures that the algorithm converges, which 
is not the case if m4c is allowed to oscillate back and forth the rn-coordinate 
of the intersection (as has been actually observed under certain conditions, 
like very small document parts). Also, the right to left approach attempts 
(but cannot guarantee) to find the crossing with the smallest m-coordinate 
in the -unlikely- event that the instance of the partitioning problem exhibits 
the property of multiple crossings. 

The probability p used in Figure 5.5 is the highest one among the servers 
employed. A simple modification to the algorithm of Fig. 5.5 can accom­
modate different packet loss probabilities. 

5.7. Coupling the Relaxation Parameter c and the 
Number of Installments M 

The problem with a multi-installment strategy is that as the number of install­
ments increases, the magnitude of m,̂ ,:S gets smaller and smaller, resulting 
in increased c values and schedule overheads. The above hints to the fact 
that the number ofinstallments has to be carefully selected and should not be 
arbitrarily large. Another important conjecture from the above discussion 
is that the c and M parameters have to be evaluated in tandem unless the 
number ofinstallments is a fixed system parameter. The example displayed 
in Figure 5.6 illustrates vividly this problem. 

In order to compute c and M we resort to an iterative procedure that is de­
picted in Fig. 5.7. 

The algorithm in Fig. 5.7 can be broken down to two nested searches : an 
outer one where increasing values for M are evaluated and an inner one 
used to obtain an optimum value for c, given the number ofinstallments and 
schedule confidence required. For the inner loop, a binary search procedure 
is used to find the value of c that produces a close match to the required CP 
(within a threshold CONF.ERR). The initial search range is delimited by 
the c values for the largest (= 1) and smallest (= ^ ) possible parts corre-

.p„..ingly Ce., . , - ^ ^ ^ S ^ ^ J J ^ p and c, ^ " ' ^ ^ 

). The outer loop terminates when, either AT is no longer decreased, or the 
parts m-j^i become so small (e.g. < sz) that no c in [c; c,.] can yield a match 
for CP.' 

Another issue with our treatment of packet loss, is that although c is calcu-
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14 16 

Server bw (sec/MB) 

Figure 5.6. (a) AT offered by two identical servers, with btu ranging from 10 to 20 sec/MB 
and o = Isec, for a 1 GB movie with R = 8sec/MB to a client with an available bandwidth 
ofbwc = 5sec/MB. The number of installments is one of M e {1,2,4,8,16}. (b) The 
optimum value of c is determined via the algorithm in Fig. 5.5, by assuming that sz = 1500, 
the confidence interval is 95% and the packet loss probability is 10%. 

lated on the assumption of a linear retransmission cost (i.e. 10% loss requires 
an extra time cost of 10% for the retransmission of dropped data), TCP er­
ror control does not adhere to this assumption. TCP detects losses based on 
timeout and/or feedback. Successive losses could also cause a doubling of 
the time-out threshold (exponential backoff) with an upper limit of 64 sec, 
until an eventual connection reset after roughly 9 minutes [101]. Although 
precise modeling of TCP behavior is not incorporated in our model, the 6 
parameter can be used to provide an extra time delay "cushion". Calculating 
the appropriate 5 for this purpose could be the target of future research. 

5.8. Simulation Study 

In order to evaluate the effectiveness of the multi-installment strategy, a 
number of simulations were conducted. The results reported here are based 
on the assumption that the transmitted documents are coded in MPEG-4 [1] 
format (MP@ML). MPEG4 can offer exceptional quality at low data rates. 
Although, MPEG-4 features a non-constant bit-rate, the following constant 
rate is assumed R = 9.31sec/MB, conforming to figures reported by DVD 
video transcoding experiments (880kbits/sec), where MPEG-4 codecs like 
the popular DivX codec (http://www.divx.com) were tested [45]. 
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(Start) 

I Compute AT and e for M = 11 

r 
M = M + l 

Compute ci and c. 

Compute AT' and nij^iS for given c, 

satisfied -- {{canf 

1 Compute conf 

' 
<CP) OR {\conf--CP\ < CONFJ^RR)) 

Compute AT' and nij^iS for given c^ 

I 
Compute con/ 

FALSE TRUE 

AT = AT 

FALSE TRUE ^ 
M = Af - 1 

dnd) 

satisfied = \conf - CP\ 
< CONF.ERR 

Figure 5.7. Algorithm for estimating the optimum c and M parameters given the confidence 
level CP that the delivery schedule should provide, conf denotes the confidence provided by 
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All the tests reported in this section are based on the assumption of a single 
overhead per server and the optimum M and c are computed for a confidence 
of 95% and a packet size sz = 1500 bytes. Also the following values are 
used: 

- hwc = 5.592sec/MB (1500 kbps ADSL line) 

- o = Isec 

- 5 = Isec which is longer than a typical GOP. 

The first set of tests aimed at quantifying the improvement our scheme can 
offer even under unfavorable circumstances when a 'slower' server joins 
a 'faster' one, speed in this case referring to their corresponding 6w. By 
letting the slower server have 10 times the bw of the faster one, we get the 
results shown in Fig. 5.8. The remaining parameters used in this simulation 
were: 

- L : llAMB, equivalent to a 120 minute feature-length movie. 

- hw ranged from 10 to 20sec/MB in steps of 0.5sec/MB. This is equiv­
alent to the range [51.2,102.4:]KB/sec 

As can be clearly observed in Fig. 5.8(b), the improvement in AT offered 
by our scheme, even with only a slight (10%) improvement in the consumed 
bandwidth, can be quite significant. This is even more so when the AT that 
can be achieved is smaller or at least close to the duration R L of the movie. 
This effect is more evident for small values of p that lend to better access 
times. Also Fig. 5.8(c) and 5.8(d) show that as would be expected, more 
installments call for higher values of c, effectively limiting the maximum 
number of installment that would be beneficial to the streamlining of the 
delivery schedule. 

A closer look into Fig. 5.8(b),(d) reveals that there is a coupling between 
the number of installments and the improvement in AT. As long as more 
than one installment can be used, the improvement in AT is superlinear as 
both servers are utilized for a longer period of time. The above simulation 
clearly shows that a multi-server multi-installment approach can greatly 
benefit situations when a single server cannot adequately service a request. 

Actually, a very exciting feature of the multi-server approach is that a super-
linear access time speedup is observed. If we denote as AT{N, hw) the 
access time offered by N servers, each devoting bandwidth few, then we can 
define the speedup as: 

speedupiN, bw) = ^ y ^ ^ ' ^^^ (5.64) 
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Figure 5.8. Simulation results for a pair of servers, one having one tenth the speed of the other 
one. Graph (a) shows the access-times for using the pair or just the faster of the two. (b) displays 
the improvement achieved by utilizing both servers VS only the fast one. Graphs (c) and (d) show 
the corresponding c and M values as computed from the algorithm in Fig.5.7. The horizontal 
lines in (c) correspond to the single fast server scenario. 

In Fig. 5.9, the AT speedup curves show extraordinary improvements over 
the single server approach. The decline to the left of Fig.5.9(a) and (b) is 
due to the fact that AT cannot go any lower than 5 + OQ = 2sec. Although 
the numbers shown in Fig. 5.9 seem unrealistically high, the fact is that 
they are a little bit lower than what could be achieved if the same client 
bandwidth was consumed by a single server (see also Fig. 5.11, explained 
below). For example, for R = 9.31sec/MB, L = 774MS andp = 10% a 
single server with hw = 22sec/MB offers an AT of 11729sec, while 2 such 
servers achieve 2372sec and a single server with bw = llsec/MB exhibits 
anATof2262sec. 

As has been shown in [10], the use of fewer, faster servers provides a better 
utilization of a client's bandwidth, at least when the number of installments 
is 1 or 2. Increasing the number of installments has the effect of making 
many slow servers as efficient as fewer faster ones as far as the client's band­
width is concerned. However, the results reported in [10] did not account 
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Figure 5.9. AT "speedup" for different packet loss probabilities p and number of servers N. 
The X axes display the individual server bxu, which means that the consumed client bandwidth 

for any schedule confidence or take into consideration the derivation of op­
timum M and c values. By computing the AT versus the consuiued client 
bandwidth for a varying number of identical servers, Fig. 5.10 is derived. 
The strange behavior shown in the left side of Fig. 5.10(a) is due to the fact 
that AT levels off at around 2secs. The main point revealed in Fig. 5.10 is 
that more servers have to consume more client bandwidth in order to achieve 
the same level of service as fewer faster ones, although, the difference is not 
that significant. 

The second set of simulations aimed at investigating the complex connection 
between the number of servers, packet loss probability and optimum install­
ments, especially when guarantees are imposed on the delivery schedule. 
For this purpose, we estimated the 6WJ that a varying number of identical 
servers would have to dedicate for delivering movies of different duration, 
given a modest target access time of 1 minute. The results were visualized 
with the aid of IBM's OpenDX' software and are shown in Fig. 5.11. 

'OpenDX is freely available from IBM at www.opcndx.org 
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Figure 5.10. AT versus consumed client bandwidth for different packet loss probabilities p and 
number of servers. 

A number of interesting observations can be made on Figure 5.11: 

- Longer duration movies require more resources for achieving an access 
time on par with shorter ones. The difference can be quite substantial (a 
1000MB movie could require as much as 15-23% faster servers than a 
50 MB one) and it is quite significant if we also consider that an optimum 
c for small movies was found to be 1-8% bigger than for longer ones. 
This can be attributed to several factors: 

* Servers are released much earlier than the end of the delivery for 
long duration movies, inhibiting good server utilization. 

* Also, a sufficient increase in M is not possible to counter-act the 
above effect, as it would lead to an increase in c. 

* The most dominant influence though, is the selection of AT used 
in the simulation (60sec), relative to the total duration of a movie. 
While for L = 50MB, AT represents 13% of the duration, for 
L = 1000MB it represents a mere 0.65%. Running the simulation 
with AT = 5%i? L, i.e. 5% of the movie duration, shows a totally 
different picture, with short movies requiring from 4%-21% faster 
servers than long ones. 
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- Packet-loss probability has the greatest influence on M, greater than TV 
or L do. Probability p is effectively dictating the region of optimum 
values for M. 

Finally, Figure 5.12 shows how ATs relate to buffer requirements for dif­
ferent sets of identical servers. The buffer requirements are expressed as a 
percentage of L. As can be observed in both L = i^MB and L = 77AMB 
cases, using more servers translates to higher buffer requirements for a given 
AT as long as packet loss stays low. This trend is reversed in the last row 
of graphs for p = 40%, and partly in the middle row too (for very high 
AT). The reason is that when c and/or AT are high, the use of more servers 
translates to a higher ratio of server utilization, i.e. servers are active for a 
larger percentage of the total download time. 

Figure 5.12 reports the buffer requirements for M = 1. Multiple install­
ments are not examined in conjunction with the buffering requirements in 
this chapter because of the intricate timing assumptions that need to be es­
tablished. A treatment of this aspect of the problem is presented in Chapter 
6. 

5.9. Concluding Remarks 

In this chapter we extend the idea of employing an MSR strategy three-fold: 
(a) by using a more realistic system model to describe the server-client trans­
actions and movie playback, (b) by catering for network losses that plague 
user-experience and (c) by providing algorithms for optimizing the delivery 
schedule parameters, including the number of installments. 

The introduction of the c parameter in our model, allows addressing both the 
minimization of the access time, and the elimination of playback artifacts, 
by giving enough time for all movie material to download correctly. 

The simulations presented clearly show the potential of a real system based 
on the proposed approach in bringing a step closer the commercial exploita­
tion of the Internet medium for movie distribution. The key to all these, 
is that the expectations and demands from the delivery mechanisms (both 
server and communications-wise) are relaxed. It should be stressed that 
even two combined servers can slash in less than half the access time a 
single one of them can offer. This superlinear access time speedup is on 
its own a tremendous advantage of the proposed method. Even if a single 
server is able to deliver the document in real time, i.e. cbw < R, using the 
proposed multi-server approach poses substantial benefits as it allows for: 
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Figure 5.12. AT versus normalized buffer requirements for varying N and packet loss proba­
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M is fixed at 1. 

The development and deployment of fine-grained server "load" balanc­
ing algorithms 
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- The introduction of fault-tolerance characteristics to the delivery sched­
ule. 

- A multi-vendor service provided under a unified umbrella. Multiple 
ISPs could jointly offer VoD services, adapting their policies according 
to client location and speed. 

The main shortcomings towards the application of the presented framework 
in real-life are: 

- How to determine the packet loss probabilities that are typically not 
constant over the duration of a download. 

- How to adjust the delivery schedule in anticipation of the dynamic net­
work characteristics. 

These issues are addressed in Chapter 6. 

Bibliographic Notes 

The distributed multi-server approach presented in this chapter, can offer a 
universal solution for deploying VoD services that adapt to the client loca­
tion and the available resources of each server. The result is that the best 
possible service can be offered to each client while at the same time maxi­
mizing both the server and the client bandwidth utilization. Thus, scalability 
and fault tolerance can be offered at the network connection level, similarly 
to how parallel video servers offer both at the storage level [66]. It should 
be noted that the framework presented in this chapter does not conflict with 
the parallel server or server array paradigm [36], as it is not concerned with 
server storage management. Various aspects of the multi-server approach 
have been studied in [11, 8, 9] 

The main assumption on which our framework is based is that the document 
can be arbitrarily divisible, i.e. broken-up in independent parts as seen fit. 
Current state-of-the-art formats like the latest MPEG-4 standard [ 1 ], support 
this simplification to a large extent. Even if the delivery schedule computed 
by the proposed approach calls for intra-frame or intra-macroblock break­
ups, during playback all necessary information for the decoding process will 
be present at the client side. 

Multicasting [31] is the major network technology currently being used to 
maximize network utilization and alleviate server bottlenecks. A technique 
called patching -in various forms- has been also explored in order to ac­
commodate clients having different playback starting times, with minimum 
communication overhead [23]. In [48], Horn et al. summarize a number 
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of the techniques that have been proposed for addressing AT control, scal­
ability and reliability issues in a multicasting environment. However, mul­
ticasting does not come free: it requires infrastructure changes like special 
routers, etc.. An alternative has been suggested in the form of the Simul­
cast protocol, which uses the clients as repeaters [35]. Requests directed 
to the server are used to build a binary transmission tree which does not 
require any network modification, as the extra functionality is embedded in 
the client software. A more advanced attempt at building a multicast tree 
using a P2P architecture, is reported in [103]. Tran et al. suggest a so­
lution called Zigzag for live media streaming, that addresses the problems 
associated with the dynamic nature of the multicast trees, catering for fast, 
bounded tree updates. However, both simulcasting and Zigzag cannot fully 
utilize asymmetrical connections like ADSL, thus being suitable mainly for 
low bit-rate content. 

In [70] the term simulcast is used to reflect the use of multiple streams 
with different rates targeting clients with different capabilities. A similar 
approach to Simulcast is being used by the BitTorrent^ project and the Kon-
tiki Delivery Management System-' . BitTorrent uses the clients as content 
publishers, striving at the same time to satisfy fairness constraints. Files 
are split into \MB pieces that are transferred between the peers. Other 
P2P file sharing approaches include the ever-popular KaZaa'', eDonkey^ 
and WinMX^ systems. 

The major difference of these systems with the presented approach is the 
scheduling of operations. Our framework allows a robust, non-heuristic 
calculation of the parts that are going to be uploaded by each server so that 
the playback can commence with a minimum amount of delay. 

The idea of combining multiple geographically distributed servers for MM 
document delivery has been coined in [105]. Subsequently, client buffer 
space requirement has been studied by Dong, et al. [28]. An immediate 
extension to this work presented in [105], appears in [28] which attempted 
to use multiple server technique to service more than one client in the sys­
tem. Also, in this study certain bounds on client buffer requirements are 
derived and rigorous simulation is presented. However, the system did not 
consider servicing the clients under real-life network conditions, especially 

http://bitconjurer .org/BitTorrent 

•'http://www.kontiki. com 

'*http://uww.kazaa. com 

^http://www.edonkey.com 

''http;//www. winmx. com 
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under unreliable communication media. In [28] the retrieval strategy derives 
the recommended bandwidth using a channel partition algorithm which es­
sentially schedules each client data to be retrieved from each server. The 
challenge lies in deriving the schedule by taking into account the availability 
of the bandwidth so as to minimize the access times. The paper also consid­
ers a movie placement procedure to simulate a geographically distributed 
network. 

Currently, possible communication errors like packet loss [20] or bit errors 
have to be dealt with concealment methods or by adopting error localization 
(e.g. video packets) or error correction methods, both of which increase 
the communication cost (e.g. in [44, 61], MPEG-4 [1] specific resilience 
methods, increase the data stream by 4%-ll%). A side-effect of pursuing 
correct delivery of the data-stream is that the above mentioned overhead can 
be eliminated while at the same time maximizing the client bandwidth [56]. 

Jung et al. in [56] proposed a data partitioning scheme among servers 
that resembles data-interleaving in disk arrays. The video stream is bro­
ken in Groups Of Pictures (GOPs) and distributed in a round-robin fashion. 
This approach cannot in any way be considered a load balancing, network-
characteristics-aware approach as the one presented in this paper. The idea 
of using multiple connections to geographically distributed mirror sites has 
been also suggested by Rodriguez et al. for minimizing large document 
transfer times [92]. Subsequently, in [34] Funasaka et al. suggest and 
evaluate a method for parallel downloads that computes the download as­
signments according to the servers' bandwidth. 

Also, in an attempt to dynamically modify the quality of service according 
to network congestion, Rejaie et al. [90] proposed a layered video format 
and associated mechanism for tuning data volume to network capacity. A 
similar technique adapted to existing standards, was proposed by Pejhan 
et al. in [83], where it is shown that storing a single video along with the 
motion vectors needed for encoding it at smaller fps rates can be efficiently 
used for quality adaptation. A number of techniques have been suggested for 
offering video of varying quality and/or size [69]. Scalable video provides 
this capability by encoding the video in two or more layers using Hierarchi­
cal Layer Encoding Video (HLEV) or Multiple Description Coding (MDC) 
[115]. The base layer provides the elementary video stream in its most basic 
quality. Each additional layer, adds spatial and/or temporal details to the 
base layer, enhancing its quality and adding to the overall stream size. In 
[46] scalable video is discussed in association with multicasting by multiple 
replicated servers to multiple clients. Still, these methods cannot promise 
artifact-free playback while at the same time compromise quality. 



Chapter 6 

ADAPTING TO NETWORK VARIABILITY 

6.1. Relaxing the constraints is not enough 

In Chapter 5 we introduced a refined system model incorporating a "relax­
ation" parameter c tliat allows the computation of a delivery schedule that 
anticipates packet losses and provides room for their treatment. 

The main problem associated with this approach is that it depends on fixed, 
a-priori known packet-loss probabilities and server connections speeds, both 
of which are typically constantly under change. Using just mean values for 
these parameters has the potential to create the following problems: 

- If packet losses decrease and/or connection speeds increase over time, 
the computed AT would be overestimated, forcing the client to wait 
unnecessarily. Additionally, it would prevent a recalculation of the 
schedule that would "shift" responsibilities to faster servers yielding a 
smaller AT. 

- If packet losses increase and/or connection speeds decrease due to con­
gestion, interrupts would be introduced in the playback. 

In this chapter we discuss methods for treating these deficiencies, by em­
ploying multiple installments. The notations and symbols used, adhere to 
the guidelines set in Chapter 5 (see Table 5.1). 

6.2. Dynamic Schedule Adaptation 

During the long time it takes to deliver a several-hundred-MB movie over 
slow links, many of the network parameters assumed constant in the previous 
chapters, change. In order to ensure the integrity of the playback, or in the 
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worst case to minimize the number and duration of the interruptions, the 
delivery schedule has to be re-evaluated. The introduction of the multi-
installment strategy in Chapter 5 is fertile ground for such techniques. Re­
computing the delivery schedule can be done: 

- Periodically. A multitude of approaches can be used to establish a 
periodic "calibration" of the delivery, including both time and data based 
ones. Examples: 

* Regular intervals (e.g. every 5 minutes) 

* At the end of an installment 

* At regular data intervals (e.g. after downloading each MB) 

- Whenever such changes are detected (e.g. whenever a server connection 
stays inactive for more than 30 sees) 

Of course, the problem of estimating the system parameters (in particular 
bw and p for each server connection) persists whatever the approach chosen. 
In this chapter we choose to deal with the network variability, whenever an 
installment is completed, thus any changes affect only the part of the re­
quested movie that has not been scheduled yet. 

This is not an optimum choice, especially if the movie part that has been 
already requested will not arrive in time (e.g. due to a server connection 
failure). The scenario of complete server connection failure is examined in 
Chapter 7. 

After we use the algorithm in Fig. 5.7 to derive the optimum c and M 
parameters, we can start the delivery. At the beginning of each of the subse­
quent M — 1 installments that are to be performed, we can use the algorithm 
shown in Fig. 5.5 to adjust to any detected changes. The details are shown 
in Fig. 6.1. 

Using the algorithm of Fig. 5.5 instead of the one in Fig. 5.7 is dictated by 
purely cost considerations (it is just too expensive to be performed for each 
and every installment). Hybrid techniques that change M every so often, 
could be also considered in future work. 

Central to our capability to adjust the schedule 6.1, is the use of the o param­
eter for encoding the -expected- release time of a server, effectively shifting 
responsibilities to servers that can fulfill the duties faster. However, this pre­
vents the use of the multi-overhead (MO) model presented in Section 5.3.2.2. 

We will refer to the technique outlined in this section as Multiple Installments 
Single Part (MISP). 
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Figure 6.1. A pull-based scheme that a client can use to adjust the delivery schedule to system 
changes. 
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6.3. Single Installment Revisited 

Similarly to a multi-installment strategy, we can use the single installment 
as a building block to an adaptive scheme. 

The principle is to divide the delivery of the movie into M equal disjoint 
parts, thus having each server make M deliveries. This is conceptually 
equivalent to a multi-installment strategy [105] with the difference that no 
constraints tie together the delivery of successive installments. Each in­
stallment delivers -^ data to the client, mjj will be used in the following 
paragraphs to denote the i-th part delivered by the j-th server. The difference 
with the multi-installment notation is that mij is expressed as a percentage 

o f ^ , h e n c e E ' l o ' E 7 = o ' ' ^ M = M . 

In the following sections, we will refer to the alternative technique as Single 
Installment Multiple Parts (SIMP). 

The benefits of the single-installment based approach over the pure muUi-
installment one of Section 6.2 are: 

- The closed-form solutions of Section 5.3.1 significantly reduce the cost 
of schedule calculations. This is important if M is large. 

- A multiple-overhead model can be easily incorporated (see Section 
5.3.2.2). Actually, the overheads can even vary from one installment to 
the next. 

The flowchart in Fig. 6.2 presents the sequence of operations for estimating 
the AT at the very beginning of the downloading process. If we denote the 
access time needed for installment fc, fc:0,...,M — 1, as AT^, then the 
overall AT should be set so that the following condition is satisfied V k: 

AT>ATk^kR^ (6.1) 

The computation of each AT^ is accomplished via Eq. (5.9), (5.7) and 
(5.10) for -^ data and by setting the overheads o.( to reflect the delivery cost 
of all the previous installments up to k. Thus, when calculating how the 
j-th L/M part is going to be partitioned among the servers, we set: 

of™ + c bwij^ Sfc=() "̂ fe,i foi' single overhead 
overhead 

(6.2) 
1 (i + 1) o,-"' + c bwi^ Sfc=o '̂ '̂ '̂t.* ^^^ multiple overheads 

where of™ ' is the actual overhead associated with 6V 
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V5,-, i = 0 , . . . , J V - l 

Let Oj =iOj + c bWj nik^j -^ 

Figure 6.2. Algorithm for detennining the AT and parts mk,j for M successive dehvories of 
L/M movie parts (a single overhead is assumed). 

The process in Fig. 6.2 can yield parts moj, but in order to accommodate 
changes in the network, we should recompute the delivery schedule at the 
beginning of each subsequent installment A ; : 1 , . . . , M ~ 1 . For example, 
when So completes (or is close to completing) sending its A; — 1 part, the 
measured bvii and pi figures can be used to update: (i) the expected com­
pletion of installment k - 1 for each server Sj, j ^ 0, and (ii) the ATk 
estimate and the parts rrifc^ to be used for installrnent k. Thus the client has 
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Figure 6.3. A 3-installment schedule for delivering the "Matrix Revolutions" trailer via 3 iden­
tical servers S{lOsec/MB,Osec). It is assumed that p = 10% and sz = 1500 bytes. The 
corresponding c value is shown above each installment. Also displayed are the m,,, values. 

to execute the loop body of Fig. 6.2, —̂  ̂ "̂ "̂ ^ times in total. 

If condition (6.1) is no longer valid, an interruption equal to AT^ -k Rjj ~ 
AT will have to be introduced into the playback. Alternatively, more servers 
could be employed for avoiding this. 

An example of a 3-installment schedule as produced by the algorithm in 
Fig. 6.2, for the "Matrix Revolutions" movie trailer mentioned in Section 
5.4, is shown in Figure 6.3. 

Although the issue of a server failure is not explicitly treated above, it is 
possible that one or more new servers are introduced in the delivery schedule 
at the beginning of each installment. 

One might suggest that an alternative to the above method might be to send 
requests for small, fixed portions to the available servers in a round-robin 
fashion, or whenever they become available. This approach can be consid­
ered a special case of the suggested method for very large M. However, 
Section 6.5 shows that this can yield inferior results, even without any regard 
to the additional network overhead. 

A key point in the algorithm of Fig. 6.2 is that the value for c is computed for 
each installment and for every schedule update. Deciding on the optimum 
value of M for dividing up the movie L can be accomplished by using as a 
building block the algorithm of Fig. 6.2. However, the optimum M found 
this way may not necessarily be the best one under working conditions. 
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6.4. Simulation Study 

In order to explore the potential of the proposed document delivery ap­
proaches and associated algorithms, two types of tests were conducted: 
analytical ones based on the models presented in the previous sections and 
discrete event simulations. In doing so, we tried to answer the following 
questions: 

- Which is the best performing technique access-time-wise and by what 
margin? 

- What is the best M for movie delivery? 

- What are the buffer requirements of the suggested schemes? 

- Given the unpredictable nature of the communication media, what can 
be expected in real-life in terms of playback interrupts? 

For the analytical tests and in order to satisfy both simplicity and diver­
sity, we focused on identical servers delivering a lOOmin duration CBR 
movie coded in MPEG-4 format (MP@ML), through identical communi­
cation links. MPEG-4 [1] is an emerging standard offering high quality at 
low data rates. MPEG-4 aims to solve the "global media" problem cover­
ing the coding, delivery, communication and synchronization of multiple 
media including among others natural video and audio, 2D and 3D mesh 
representations [14]. Given an MPEG-4 data rate of 880kbits/sec (reported 
as a mean data rate value in DVD transcoding applications [45]), we have 
R = 9.31sec/MB and a document size of roughly L = 645MB accord­
ingly. For our tests, we also used a 5 min duration movie clip, representing 
short media, which for the same R noted above, translates to L = 33MB. 

The number of servers ranged from 1 to 5 and the consumed client band­
width ranged from 100% to 50%, evenly split among the servers. All servers 
were assumed of having o = Isec. The client was assumed of having an 
ADSL-class connection at 1.5Mbit/sec, or bwc ~ 5.592sec/Mi?. It should 
be noted that throughout this section a confidence of 95%o is used for c esti­
mation. In the case of the SIMP strategy, M parts translate to a confidence 
of 0 .95 M for each part delivery, as per the discussion in Section 5.6. 

Initially, we focus on SIMP and later in this section we provide figures com­
paring SIMP and MISR 

As can be seen in Fig. 6.4, the more servers we use, the less efficiently 
the client bandwidth is used. Also, the optimum number of installments as 
determined in conjunction with c can be quite large in order to achieve a 
small AT. For p = 0.01 the very high number of installments essentially 
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p=0.01 p=0.1 p=0.2 
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Figure 6.4. SIMP optimum access times and number of installments M for delivering a 645MB 
movie using different portions of the available client bandwidth and a different number of servers 
sharing that resource. Plots depict different combinations of packet size sz and loss probability 
p. In order to make the graph easier to interpret, we use the normal and not the inverse of the 
client's consumed bandwidth in the x-axis. 
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translates to a round-robin assignment of packets to servers. Very high Ms 
equate to high upstream communication traffic (i.e. sending commands to 
servers) and a high cost for computing the delivery schedule. The former 
is not taken into account in this study and it is a parameter that deserves 
additional research. In practice though, gains in AT are insignificant after 
a few hundred (at the most) installments. 

Similar results for the 33MB case movie are reported in Fig. 6.5. Similar 
to the case of the lOOmin movie, a smaller packet size allows for better 
utilization of the available bandwidth and can achieve smaller AT. Another 
significant trend that is visible in both Figures 6.4 and 6.5 is that increasing 
packet loss probability reduces the optimum M. The reason is the increase 
in c that comes with increased p and M. 

Despite a less efficient use of the client bandwidth, multiple servers can 
offer a substantially better service that a single one. The following example 
is illustrative: 

- Given the task of delivering a 645MB document with sz = 1500, a sin­
gle server with hw = 15sec/MB and p=0% offers an AT = 3671sec. If 
this server is assisted with another one consuming one tenth of its bw, i.e. 
150sec/MB, we can achieve an AT = 2841sec for M=10. This is a 22.6% 
improvement for 10% more bandwidth. Still a single server using the same 
bandwidth would produce an AT = 2791sec but that may not be possible 
in every situation. 

As can be seen from both Figures 6.4 and 6.5 a smaller packet payload sz 
improves the behavior of the system. For this reason, in the remaining re­
sults that are reported we use only sz = 1500B. 

The maximum buffer requirements (in the spirit of Section 5.3) are reported 
in Fig. 6.6 and as can be seen, for offering the same AT SIMP requires 
almost the same amount of client space as a single server approach. The 
trend is for the multi-server scheme to require a bit more space, although 
this is reversed for small L and higher access times. 

Just how SIMP stacks up against MISP is shown in Fig. 6.7. As can 
be observed, there is no consistent advantage of one approach over the 
other. What is clear is that the differences are minute both AT- and buffer-
requirements-wise. When a large portion of the client bandwidth is used, 
MISP is dominant, while for a lower percentage of the available bandwidth, 
smaller access times and buffer requirements are exhibited by SIMP. Also 
the much larger number of installments utilized by SIMP (3-4 orders of 
magnitude bigger) allow for a much more aggressive adaptation of the de-
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Figure 6.5. SIMP optimum access times and number of installments M for delivering a 33MB 
movie using different portions of the available client bandwidth and a different number of servers 
sharing that resource. Plots depict different combinations of packet size sz and loss probability 
P-

livery schedule in response to system changes. In contrast, a MISP strategy 
would have to rely on an auxiliary mechanism to track potential problems 
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Figure 6.6. SIMP maximum buffer requirements versus AT for different number of servers and 
movie size L. The buffer requirements are normalized i.e. expressed as a percentage of L. 

as the end of an installment would not come soon enough to allow for this. 
Complications in server and client implementations would be a certain re­
sult of this. 

The only major problem that one might face in the application of SIMP, 
is the excessive computational effort required to produce the optimum M, 
especially under the light that in certain circumstances M can be in the order 
of one hundred thousand. This also translates to increased computational 
requirements for updating the delivery schedule. An alternative could be 
to use as many installments as would be necessary to render any further 
reductions in AT insignificant. 

As can be seen in Fig. 6.8, where M is calculated as the point where further 
improvements in AT fall below 0.1% of the current estimate, such a pol­
icy can be a good compromise: AT are only marginally increased over the 
best that can be achieved, while M remains high enough for quick schedule 
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Figure 6.7. SIMP VS MISP. The plots display differences between SIMP and MISP correspond­
ing figures, e.g. ATsiMP - ATMISP-

adaptations and low enough for computational efficiency. 

As is the case for the MISP approach explored in Chapter 5, a super-linear 
speedup (see Eq. (5.64)) is also observed for SIMP. The curves shown in 
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Figure 6.8. AT difference from an optimum SIMP strategy and associated M, wiien tlie number 
of installments is calculated as the threshold that makes any subsequent AT improvements over 
current estimates, fall below 0.1%. For both document sizes, S2: = 1500B. 

Fig. 6.9 are very similar to the ones in Fig. 5.9. In all the cases shown in 
Fig. 6.9 speedup{N, bw) > N. This is due to the fact that playback can 
start much sooner than in the single server case, without risking an interrup-
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Figure 6.9. Speedup over a single server for A'' = 2 , . . . , 5 servers {L = GAbMB and sz 
1500B). 

tion. The shape of the speedup curves is dictated by the total transmission 
time. Any access time improvements are marginalized if the duration of 
the document delivery is very long. Naturally, the total transmission time 
features a sub-linear decrease with the number of servers. The downturn of 
the curves for small p in Fig. 6.9 is produced because AT approaches the 
overhead o. 

The above paragraphs show that SIMP is a strategy that can provide a service 
on par with MISP while at the same time allow for rapid adaptation to sys­
tem changes. The level of SIMP's success in blocking playback interrupts 
is explored in the next section. 

6.5. Discrete Event Simulation Study 

In order to probe the real-life behavior of a system based on SIMP, we per­
formed a discrete event simulation of the delivery of a feature-length CBR 
movie stream. In order to get a realistic data feed from the servers to the 
client to drive the simulator, we used a modified version of the Open Source 
ffmpeg library by Fabrice Bellard (available at the SourceForge.Net site), 
to extract the header information from a MPEG2, stream. The movie used 
had a resolution of 528x224, R = 17.6567s/MB (or roughly 463kbps), 
L = 368.3iVfB,n=155906 frames a n d / p s = 23.976. The extracted header 
information was also used to get the best posteriori-calculated AT and com­
pare it against the predicted AT. The best posteriori-calculated AT is found 
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Figure 6.10. An instance of the OMNeT++ based discrete event simulator showing a 4 server 
setup. 

in a similar fashion to Eq. (5.42) and is obviously of theoretical value: 

AT, post = maxy I deliver(i) 
I 

fps 
(6.3) 

The discrete event simulation software was based on the OMNeT++ Discrete 
Event Simulation System V.2.3 by Andras Varga [104]. The architecture of 
the simulation software is shown in Figure 6.10. 

A separate module was used to model the packet loss characteristics of 
each individual link, based on the sine model suggested by Arai et al. [6]. 
According to the sine model, the loss probability p^, V A; : 0 ... N ~ 1 is 
time dependent and oscillates between a minimum mink and a maximum 
value maxk as follows: 

Pk = rmrik + 
{maxk — mirik) (1 + sin {i-nt/T + (/?)) 

(6.4) 

where t represents time and T is the oscillation period (T = 24hours). 
(/? represents a starting phase and it is used in our simulation to produce 
different loss behaviors. For each of the N links, mink = 0 and maxk was 
generated from a uniform distribution in the [0.1,0.4] range. Figure 6.11 
shows an example for mink = 0 and maxk = 0.2. 

The bw of each server was generated from a uniform distribution in the 
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Figure 6.1L An illustration of the packet loss probability model of Aral et al. [6] for mink = 0 
and maxk = 0.2. The vertical lines indicate the different phases ip that are used in the discrete 
event simulation. 

[20,40] sec/MB range while a uniform distribution in the [1, 3] sec range was 
used for the client-server RTT. These ranges were chosen so that a multi-
server delivery would be mandatory under the problem specifics. The o 
attribute of each server reflects the corresponding RTT overhead and thus 
we have o = RTT. bws and RTTs are assumed constant throughout the 
simulation. This is justifiable under the scope that bws represent resources 
that are dedicated by each server for a particular client. In a real-life scenario, 
a client could use the server-allocated and (most probably) fixed bws to 
derive a delivery schedule. RTTs can be easily computed by pinging the 
servers and are irrelevant after the initial requests are sent, since subsequent 
requests can be piped to the servers, i.e. a server will have the next request 
already delivered before the previous one is complete. 

In order to assess whether the proposed scheme could cope in the absence 
of a detailed model of how the communication media behave, we set the 
links to begin "operating" in different phases of the cycle described by Eq. 
(6.4) (see also Fig. 6.11). At the same time, the client which calculates the 
delivery schedule, uses only the overall average loss behavior over the course 
of the delivery operation for the purpose of schedule derivation. The client 
calculates the initial schedule after collecting the bw, o and HB^k^BBHk ̂  
parameters for each server (the latter being the average loss probability for 
the particular link). Subsequently, the schedule is recomputed before the 
end of each installment for the remaining of the document, possibly shifting 
-not already assigned- content from one server to another, as depicted in the 
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Figure 6.12. Percentage of cases where playback was not interrupted for (a) M = 10, (b) 
M = 100 and (c) M = 1000 for different starting phases <.p. 

algorithm of Fig. 6.1. 

Because there is a possibility that the AT is set before the end of the first part 
delivery, we perform the update of the schedule also just before playback 
commences. Thus a delay can be introduced without risking an interrupt. 

Figure 6.12 displays the results that were obtained by running the simulation 
100 times for each combination of M, Â  and </3. For computing the optimum 
c values, a confidence of 95% was used. The packet size sz was set to 
1500 bytes (as per the conclusions of Section 6.4), yielding an accurate 
representation of the network-level events. Finally, 5 = Isec. Although an 
optimum value for M could be obtained for each instance, we chose to set 
M to three distinct values, in order to control this degree of freedom of our 
experiments. 

As can be observed in Figure 6.12, large deviations from the estimated 
packet-loss percentages lead to interrupts even with our scheme. At first 
glance, it seems that increasing the number of servers can have a negative 
effect on the number of interrupts. The reason for this behavior, though, is 
that having only 2 servers produces a large AT that allows the client to get 
a better estimate of the packet-loss characteristics. As N grows, smaller 
ATs are produced, that can invariably lead to interruptions even for small 
loss fluctuations. However, as M grows, interrupts are minimized as any 
unpredictable behavior can be dealt with by shifting "duties" from one server 
to another in a rapid fashion. A second reason for this behavior is that as has 
been discussed in the previous section, c is inversely analogous to the parts 
nik, i.e. more installments translate to an increase in c, in order to make 
each individual installment packet-loss-proof This reflects negatively on 
the AT which on one hand prohibits interrupts, but on the other hand delays 
the beginning of the playback significantly. This effect is clearly visible in 
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Fig. 6.13. where the difference ATp„st — AT is displayed. In addition to 
minimizing interrupts, Fig. 6.13 also shows that the computed AT is only 
marginally higher than ATpost- These results re-enforce the conclusion of 
Section 6.4 that MSR strategies have the potential to aggressively monitor 
the status of the system and adapt to changes without compromising the 
client's experience. 

6.6. Concluding Remarks 

This chapter describes a first attempt at deriving an adaptive multiple-server 
movie distribution scheme that can offer interrupt-free playback even in the 
absence of robust network error modeling and VBR streams. By using the 
single installment framework of Section 5.3.1 and by dividing the movie 
into M equal parts, we can cater for: (a) AT minimization and, (b) regular 
schedule updates which result in server load-balancing. 

The experiments presented firmly establish SIMP as a great performer, ca­
pable of realizing VoD services over the public Internet with its current 
limitations and shortcomings. However, we are still a bit off the final target 
of a comprehensive multiple-server movie distribution scheme. 

The set of policies that have to be specified in order to establish an adaptive 
scheme consists of: 

- Schedule Calculation Policy : in this section we explore the properties 
of one such policy that (re)calculates the schedule at the end of each 
installment. Another -possibly better performing- policy would be to 
perform this calculation at regular time intervals. Of course, the problem 
of which interval is best is raised in this case. 

- Stream Partitioning Policy : we compare SIMP and MISP policies. 
What about a MIMP scheme, i.e. one involving splitting the input 
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in multiple parts and using multiple installments for each part?. This 
approach could potentially be superior to both SIMP and MISP. Many 
other possibilities that mix and match different policies for different 
stages of the distribution process are also possible. 

- Server Management Policy : this part of the problem is not even im­
plicitly mentioned in this section. We are currently assuming that all 
available servers are utilized for servicing each movie request. Clearly 
this is not an optimum solution and could also be the source of problems 
(what happens if a server fails without an available replacement). This 
is probably the least researched part of the problem. 

- Server Bandwidth Management Policy : how much bandwidth should 
each server devote to a request? 

- Cost Management Policy : it is possible that there is a different cost 
associated with using each individual server The proposed approach 
can be extended to cover the monetary costs involved in providing VoD 
services by disjoint vendors. DLT has been already successfully applied 
in a similar problem by Robertazzi et al. [91]. 

Future work could also aim at further exploring/fine-tuning the parameters 
of the problem/model. For example, we could aim at using a different 
'relaxation' constant c for each server. This would be desirable when each 
server connection exhibits widely different loss characteristics. Also, the 
study of a system comprising of many clients should provide more insight 
into the real-life benefits of SIMP/MISP and their variants. 

Bibliographic Notes 

The potential of SIMP has been explored for the first time for VBR media 
in [9]. Similar results for CBR media (MPEG2) are reported in [8]. 

Traditionally, the shortcomings of the public Internet and the associated 
heavy network loads that come with VoD services, have been addressed 
with network technologies such as multicast [101,31]. Multicast achieves 
scalability by letting a video server/source send a packet only once to all the 
clients that should be receiving it, thus reducing the corresponding traffic 
substantially. The problem with multicast is that it requires infrastructure 
changes (e.g. like special routers) and it has been also reported that it suf­
fers from configuration inconsistencies [87], leading to spatial and temporal 
routing instabilities. 

Another major issue with the use of multicast is that the content must be 
delivered simultaneously to all clients, or at least within strict time limits. 
This effectively narrows the applications of interest to live news/sport feeds 
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or collaborative/workgroup communication applications [33], unless spe­
cial constraints are imposed as discussed below. The timing constraints also 
dictate the use of UDP instead of TCP as a transport mechanism. Since 
UDP is inherently unreliable, basic IP multicast is also unreliable. Hence, 
multicast requires special provisions by the video stream and/or decoder 
so that error correction/concealment is possible. SIMP/MISP on the other 
hand do not require such treatment, allowing a significant reduction of the 
video size (e.g. up to 11% for MPEG4 [44]). 

To overcome multicast dependence on inirastructure changes, several re­
searchers have proposed techniques that offer a form of multicasting by us­
ing peer-to-peer (P2P) unicast communications [35,103, 17] also known as 
overlay multicast or simulcast. In [17, 16] Birrer and Bustamante compare 
a number of P2P multicast protocols against their P2P multicast protocol 
named Nemo. Nemo is based on a hierarchical organization of the peers 
into clusters. 

In summary, all the techniques employing multicast in one form or the other, 
suffer from the need to have all the participating nodes receive data at a rate 
matching or exceeding the video rate. Hopefully, this chapter establishes 
SIMP and other multi-server unicast-based strategies, as valid alternatives 
to multicast and its variations. 

Networking errors have been studied for a long time and under various do­
mains as the effects of such occurrences are obviously dependent on the 
particular application. Packet-loss is usually being modeled by fc-order 
Markov chain models [63]. The Bernoulli is the simplest of these models 
{k = 0), with more sophisticated ones (e.g. Gilbert for A; — 1 and Extended 
Gilbert for k > I) providing better prediction accuracy. An alternative ap­
proach called Markov-gap model is discussed by Lee and Varshney in [63], 
where gap refers to a loss-lree run. 

The sine model, a variation of the Bernoulli model, where the loss probabil­
ity oscillates with a 24-hour long period between a minimum and maximum 
value, has been also described by Arai et al. to provide better accuracy than 
the Gilbert model [6]. The sine model also captures time variations that 
are typically observed in real-life situations. In our study we focus on the 
total number of lost packets during an installment and not on the duration 
or length of the loss bursts and that is why a Bernoulli distribution is suffi­
ciently accurate for our purposes. 

In [74] Maihofer and Rothermel study the effects of packet losses on the 
scalability of three multicast transport protocols, in view of lost/corrupted 
data retransmissions. 



Chapter 7 

FAULT-TOLERANCE ANALYSIS FOR MULTIPLE 
SERVERS MOVIE RETRIEVAL STRATEGY 

7.1. What can go Wrong with an MSR strategy? 

In the previous chapters we have seen a number of conspicuous advantages 
that MSR strategies can offer. In this chapter, we consider the fault-tolerance 
aspect, which is one of the crucial parameters in providing an attractive ser­
vice. Since multiple servers are engaged in the retrieval process, failure of 
one or more servers, will allow the service to continue without any inter­
ruption as long as there is at least one server to provide the missing data. 
In fact, with a clever retrieval strategy design, the clients will continue to 
view the presentation, while certain number of servers may "die" and come 
back to "life" after some time. In contrast, with a conventional system, most 
probably the clients may need to be rescheduled or the presentation gets af­
fected. Also, as shown in the rigorous simulation study from the literature', 
scalability of the physical system and heterogeneity of the system, can be 
easily accounted in the design, as the size of the portions retrieved from each 
of the servers depends on the available bandwidth and playback rate of the 
movie. Some of the key questions/issues to ponder are: 

- When servers or links fail, how does the delivery & playback schedule 
get affected? 

- A fault with a server may create a discontinuity in presentation owing 
to data loss. How can this "missing" data be provided to minimize any 
presentation hiccups? 

- Faults could occur randomly. How should one react to these catastrophic 
events to prevent QoS degradation? 

'See references [105, 66] 
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- What statistical data are required to safe-guard and quickly react to any 
failures? 

- We demonstrated the effect ofserver sequencing on access times. Know­
ing server reliabilities, can the concept of sequencing be used to improve 
fault-tolerance or reliability of the entire server system? 

We deal with the above issues in this chapter. We first consider the server 
and communication channel reliability in designing a multiple server re­
trieval strategy to provide a more reliable service. System reliability, or 
performance during playback, is one of the important factors in providing a 
high-quality reliable service to a client besides minimizing the access time 
of the movie. For instance, users may afford to tolerate a slight increase in 
delay in accessing a movie at a benefit of procuring a highly reliable system 
with a guaranteed QoS. Thus, we formulate the problem so as to incorporate 
these issues of reliability and analyze the performance in terms of access 
time and reliability considerations. Further, as with the practical systems, 
we assume that the server availability is determined based on the failure rate 
only and does not consider whether a server is busy or not. Without loss 
of generality, we assume that there exists an admission control module that 
takes into account the state of the server -̂  to determine if it is busy or not. 

Secondly, we identify an optimal sequence, the order in which data are to 
be retrieved from the respective servers, to achieve maximum system relia­
bility. 

Although the access time may not be influenced by sequencing-', with this 
new formulation under fault-tolerance considerations, we will show that the 
retrieval sequence plays an important role in improving the system reliabil­
ity. We attempt to identify an optimal sequence that maximizes the system 
reliability. Next, we consider analyzing the situation upon a server failure. 
Server failure amidst servicing the client results in data loss, and hence, a 
discontinuity in the presentation at the client site is expected. We first use 
a deterministic approach to analyze the single server failure scenario. We 
introduce two methods to recover the missing data, so that any severe perfor­
mance degradation can be circumvented or minimized to the best possible 
extent. A parameter that quantifies the QoS is introduced to measure the 
extent of performance degradation. Further, this parameter recommends the 
client application to tune the playback rates in view of any delayed server 
recovery periods. 

^Chapter 1 demonstrates an admission control algorithm for simple media servers. 
•* Refer to Chapters 2 & 5 for server sequencing. 
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Then, as an alternate means, we use a probabilistic approach to analyze 
the single server failure case. We analyze a single server failure scenario 
by assuming a constant failure rate of a certain participant server which is 
expected to fail between the time the server starts to send document to the 
time it completes its task. We derive an expression for the Mean Time to 
Failure (MTTF) of that server and an expected amount of document portion 
the server fails to deliver, referred to as missing data. Again, in this case, the 
above mentioned two methods will be used to recover the missing data, and 
the performance degradation will be quantified for both methods. By this 
analysis, server failures are very well estimated so that the Service Provider 
(SP) can plan in advance to allocate appropriate resources to ensure a reli­
able service. 

We testify all the theoretical findings and highlight certain key features that 
are useful in designing such network based service rendering systems with 
rigorous simulation experiments. Finally, although MSR schemes are attrac­
tive in many aspects as discussed in the previous chapters, it is the reliability 
measure that remains to be explored to truly test the system performance, as 
the service provision is launched on a networked/distributed environment. 
In Chapter 8, a JlNI-based implementation is used to conduct server crash 
tests and evaluate the reaction of the system in terms of providing a contin­
uous presentation as well as load balancing. Further, the results from this 
research elicit several important aspects that a system and/or an algorithm 
designer must take into account while deploying a host of VoD servers. In 
fact, this study exposes interesting trade-off relationships between access 
time and the reliability (availability) performance measures. 

7.1.1 Definitions, notations, terminology 

As described earlier, the strategy is to utilize a pool of servers to retrieve 
the requested movie such that the access time is minimized and the system 
reliability is maximized. We shall now formally define some quantities and 
introduce the notations used in this chapter: 

- A''; Number of multimedia servers denoted as 5^, i = 0,..., Â  — 1, in 
the system. 

- m.;: Portion of the movie document retrieved from server S,, 

- L: Total length of the movie expressed in Mbits or Gbits. Note that 

- bwi: The inverse of the bandwidth of the channel between server Si and 
the client, bwi is defined as the time to download a unit amount of data 
over that channel, measured in sees per unit load. Without any loss of 
generality, we shall continue to refer to this quantity as bandwidth. 
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- Rpiay'- Inverse of the normal playback rate of the movie at the client 
site. This is defined as the time to play a unit amount of movie data, 
measured in sees per Mbits or sees per MBytes. 

- Resouree: We refer to a resource as a single entity comprised of a 
server and the associated communication channel. Thus, a failure may 
correspond to either a server failure or a communication channel failure 
or both. A failure of one of the components or both will affect the 
presentation at the client site. Below, we attempt to quantify the failure 
rate and reliability pertaining to a resource, as opposed to failure rates 
and reliabilities for individual components. Thus, we avoid referring to a 
resource as a resource pertaining to a MM server and its communication 
channel explicitly every time. 

- Aj: This is the failure rate of the resource i and we assume it is constant. 
As mentioned above, this refers to the combined failure rate of server 
and link. 

- r: This is the repair rate of the resource and we assume it is constant. 
We assume that all resources have the same repair rate because the SP 
practices the same recovery procedure for all the resources. 

- Ri = Pri{t > ti): This is referred to as the reliability of a resource i, 
and it is defined as the probability that the resource will not fail before 
the data portion m, has been completely transferred to the client. 

- Tji: This is the time to recover a resource, i .e., the time interval between 
the instant at which a resource fails and the time instant at which the 
resource resumes its normal operation. 

- r: Time delay incurred in transferring the missing data in case of a 
resource failure. 

- a: This is defined as a factor by which the playback rate is altered 
depending on data loss following a resource failure. Thus, 0 < a < 1 
such that the playback rate at a given instant in time at the client, is 
given by Rpiay/a. Note that if the data loss is large, then we choose a 
small value of a, implying a slow playback rate and vice versa. 

- tc- The time instant at which a resource fails. 

- t,.: The time instant by which the missing data has to be delivered to 
the client for continuous playback. 

- MTTR: Mean Time To Repair a resource. We assume all resources 
have identical MTTR because a SP usually practices the same recovery 
procedure for all the resources. 

- MTTFi'. is the Mean Time To Failure of resource i. 
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- Ai. This is referred to as the availability of resource i, and is defined as 
the probability that the resource is operating successfully over a period 
of time. It can be expressed as, MTTF,/{MTTF,, + MTTR) [29]. 

- cr(0,..., /c, A; + 1,..., Â  — 1): The sequence in which the retrieval of 
media portions from the servers are sought, i.e., in the order of 

^o,5i,5*2,...,Sk-\,Sk,Sk+i,Sk+2, • • •,Si\[-i 

respectively. 

- Rs{a'{0, ...,k,k + 1, ...,N — 1)): The system reliability when the re­
trieval sequence is cr(0,..., k,k + 1, ...,N ~ 1). 

7.1.2 Some remarks 

As we know from the basic working style of the MSR strategies, when a 
request is placed by the client, the SP could return a schedule to the client 
and the respective A'' servers. Typically, the schedule consists of inform­
ing the servers on the starting time of downloading the data, the amount of 
data that each server has to render, and the order in which these portions 
are to be retrieved by the respective servers from their databases. For in­
stance, for downloading a movie of length 300M6z(.s, a typical schedule 
with a 3-server system may be as follows. The start time may be from 
say, t ^ 0, and mo = lOOMbits, mi = UOMbits, and m2 = SOMbits, 
respectively. Further, the SP will also inform the first server that it has to 
download lOOMbits starting from the first byte of the movie, and the second 
server to download the next 120Mbit s of data (giving the exact starting and 
ending locations) and the third server to download the next (the last, in this 
example) SOMbits of data. From the basic recursive equations in Section 
2.3 we can obtain the access times given by AT = mobwQ, where bwo is the 
connection bandwidth from 5o to the client and mo is obtained after solving 
Eq. 2.8. 

Let us assume that the availability ofthe first server is .Ao = 99.98%, second 
server is A\ = 90% and third server is A2 = 99%. With these quantities, 
the SP may recommend a new schedule to the client is mg = 12{)Mbits, 
•nil = 95Mbits, and m2 = 85Mbits, respectively. Taking into account the 
availabilities of the servers, we allow the client to start the movie playback 
of the first data portion mo at time AT = rnobwo/Ao, a longer time period 
than mobwo (as in the above example) to guarantee that it receives the entire 
data portion mo. Similarly, the client starts the playback of second data 
portion mi at time mibwi/Ai. Although there is an increase in access time 
in this new retrieval strategy, servers with high availability deliver relatively 
more data while servers with low availability deliver relatively less data. 
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thus clearly accounting the failure possibilities of the resources. The sys­
tem reliability can be improved by this retrieval strategy. This new retrieval 
strategy is formally introduced in the next section. 

Thus, we will revisit the design of the MSR approach to seek minimum ac­
cess times by taking into account the resource (server and/or communication 
channel) availabilities so that the overall system reliability is maximized. 

7.2. Revisiting the Design and Analysis of MSR Strategy 
with Server Reliability 

As mentioned above, we assume that the resource (by which we mean ei­
ther a server and/or the communication channel between the server and 
the client) in this system has a constant failure rate A.; and a constant re­
pair rate r. Further, we shall assume that the reliability of each resource 
Ri, i = 0,...,N — 1 follows an exponential probability distribution. That 
is, in general, 

Ri = Pnit > m.ibwi) = e"^'™''""' (7.1) 

The availability A, the probability that a resource is in normal operation, 
depends on both reliability and maintainability of the resource. Thus, in gen­
eral, the availability can be expressed as Availability = uptime/{uptime+ 
downtime), where uptim,e is the time duration in which the resource is in 
normal operation and downtime is the time duration in which the resource 
is not available for service, respectively. The availability for a constant 
failure rate and constant repair rate resource is given as [29], 

^^W = Y ^ + T-^e-(^ '+^^) ' (7.2) 
\i + r Xi + r 

The average availability over a period of time from ii to 2̂ can be calculated 
as. 

Then, the steady-state availability is given by, 

r _ MTTF, 
''•~ r + A, ~ MTTFi, + MTTR ^ ' "* 

A resource can have an average availability ranging anywhere between 0 
(low or no availability) to 1 (high availability). To ensure that the client re­
ceives the entire media portion, say m^ from Si, the client starts its playback 
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from time rriihwi/Ai instead of rriibwi, thus allowing more downloading 
time, since Ai < 1, where A; is the availability of resource pertaining to 
server Si. If this resource fails during the communication time period, the 
SP will have more time to allocate any standby resources to recover the 
missing data or may wait for a failed resource to resume the communica­
tion. 

Thus, to guarantee a continuous playback under a realistic (failure prone) 
scenario, the time constraint relationship is modified as, 

'^ ' < -Y^ + m,R,iay, J = 0,..., N ™ 2 (7.5) 

We denote {bwj/Aj + Rpiay)/if>'!^'j+i/^j+i) = Pj- ^nd (7.5) becomes, 

''̂ 'T'j+i ^ ™jPjj .? = Oj •••> -^ ~ 2 (7.6) 

We thus have a set of (iV - 1) recursive equations. Using equality relation­
ship in (7.6) and J2k=i '^k = L, we obtain the portion mo as, 

L 
mo = ^_, , (7.7) 

Substituting (7.7) in (7.6), we obtain the respective portions that can be 
retrieved from each of the servers as. 

LIT'-' k=oPk 

1 + Ep=l K=oPk 

The access time is then given by. 

j = l,2,...,N-l (7.8) 

mobwo Lbwa/Ao 
AT = ^^ = , ^^"UL, (7.9) 

Note that the access time given by (7.9) is greater than rnobv)o in the MSR 
scheme by a factor I /AQ which is greater than 1. 

The system reliability can be calculated using the reliability of each con­
stituent resource. It may be noted that albeit the fact that all the A'' servers 
are involved in downloading the respective portions concurrently, this multi-
server system with A'' servers basically functions as a set of resources con­
nected in a sequential fashion from the client's perspective. That is, all 
resources must function for the entire presentation to be continuous, and if 
any one of the resources fails, the presentation will encounter a discontinu­
ity. The system reliability for N independent resources in series is given as 
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[29], 

7 V - 1 

?:=() 

Using (7.8) for rrii, we obtain, 

i?,, = exp{^ Y. ^ ' (T- r^Z- t^^ i )̂ ^̂ ') (7-10) 

Thus, the system reliability is not only dependent on the reliabilities of 
the individual resources, but also largely determined by the bandwidth of 
each constituent resource. Both factors will determine the size of each data 
portion to be retrieved. Example 1 below clarifies this aspect. Clearly, this 
is intuitively appealing and the model presented in this chapter elegantly 
captures this behavior of the strategy. Later, in the simulation study to 
be presented, we shall demonstrate the trade-off relationship between the 
access time and the system reliability. 

7.2.1 Effect of sequencing 

In this section, we shall investigate the effect of sequencing on the system 
reliability and access time. In Chapter 2, it has been shown that the access 
time remains unaffected when the order in which the movie portions are 
retrieved from the servers is varied. While this observation can be easily 
verified even with the mathematical model in this chapter as far as access time 
is concerned by following the same steps, it remains to be explored whether 
or not the system reliability is sensitive to sequencing. We investigate on this 
issue in this section and we attempt to derive an optimal sequencing of the 
servers to achieve the highest system reliability. We consider the following 
example which clearly shows that reliability is affected by sequencing. 

Example 1. Consider a system with 10 servers that are required to deliver 
a 3-hour MPEG I '^ movie to a client. We assume that the bandwidth of 
all the channels to the client is Isec/Mbit and the availability of servers is 
^0 = ••• = A4 = 0.99, and A^.Ag = 0.67, respectively. Let us assume 
that (T(0, 1,2, 3, 4, 5, 6, 7, 8, 9) be the retrieval sequence. Using 7.10, the 
system reliability is obtained as 0.14. However, if we adopt a sequence, say 
a(5, 6,7,8,9,0,1,2,3,4) the system reliability is obtained as 0.82. Clearly, 
we see an improvement in the overall system reliability. 

••For MPEG 1 has a typical playback rate of 0.67 sec/Mbit. 
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If the bandwidth of all the channels to the client is l.'2sec/Mbit, then for 
sequence o-(0,1, 2, 3, 4, 5, 6, 7, 8, 9), the system reliability is given by 0.1, 
whereas when the sequence of retrieval is (7(5, 6, 7, 8, 9, 0,1,2, 3, 4), the 
system reliability is given by 0.74. We observe the effect of bandwidth in 
deciding the overall system reliability, as described by (7.10). 

Thus, we observe that the overall system reliability is indeed affected by 
sequencing, which motivates us to investigate how to determine an optimal 
retrieval sequence. We state the following theorem, which is an important 
contribution. 

Theorem 1. An optimum system reliability (in the sense of maximizing 
the system reliability) can be achieved when the order of retrieval from 
the servers is such that Xabwo > Xibwi > ... > XN-ibwN-i, i.e., the 
retrieval of movie portions must follow an order in which the quantity Xibw^ 
decreases. 

Proof. Letq -= (T(0, 1,..., fc, fc + 1, ...,iV - 1) and c/ =̂  cr(0,..., A; - l,k + 
l,k,k+2,..., A'' —1) be two sequences of retrieval. Observe that in sequence 
q', servers k and fc + 1 are swapped. Let X^bw^ = f3Xk+ibwk+i, where 
/3 < 1. Let the system reliabilities using these sequences be Rsig) and 
i?s {Q'), respectively. The corresponding terms pk- i,Pk, Pk+i, p'k-i-, p'k ^^'^ 
p'^j^i for these respective sequences are given by, 

Pk-\ = 

Pk 

bWk + l + Rplay 
Pk+i = ; ( ' - I J ) 

Pk-i = 

p'k = 

6wfc„i + Rplay 

hwk 

_ bWk + Rplay 

bwk+1 

bWk+2 

bWk-l + Rplay 

bwk+i 

bWk + 1 + Rplay 

bwk 

bwk+2 

respectively. According to (7.10), we have, 

R,{q') expi-T') 

, bWk + Rplay 
Pk + l - r ~ (.'•i^-' 

Rs{q) exp{—T) 
exp{T-T') (7.13) 
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where, T' and T are the indices (expressions) appearing in (7.10) of Rs{q') 
and Rs{q), respectively. The denominator of T can be written as, 

denom{T) = 1 + pg + PoPi + P0P1P2 + ••• = 

^ 1 + Po{l + pi{l + P2i-))) (7.14) 

Thus, 

denom{T') — denom{T) = 

"-play + Ak..i ,^ ^play+ / | , , ^ ^ ^P '^J / + A,, . . 

Ak+i Ak Ak+2 

ftmfc ^ bvJk + 1 ^ bwk+2 " ^ ' 
Ak ^fc+i ^4^+2 

It may be verified that the above equation returns zero after some alge­
braic manipulations, thus yielding denoTn{T') = denom{T). Also, it can 
be shown that pk-iPkPk+i — P'k-iP'kf^'k+i ^"'̂  hence, the expression for 
{T — T') can be rewritten as, 

T - r = ^ _ A _ ( p o p i , . . p , _ . ) ( ^ + 7 ? , , . , ) (7.16) 

, , R {C^ - P)h+ibwk+i\ 
\ bwkbwk+i J 

Thus, since /3 < 1, we have (T ~ T') > 0 or equivalently, Rti{q') > R.,{q)-
This means that the system reliability can be improved by swapping the order 
of retrieval from servers Sk and 5^+1 as Xk+]bwk+\ > \bwk- Thus, any 
valid sequence of servers can be generated from a given single sequence by 
iteratively swapping the adjacent servers. The above proof establishes the 
fact that in each such iteration a definite improvement in the overall system 
reliability can be obtained. In another words, an optimum (maximum) 
system reliability can be achieved if we arrange the sequence of the servers 
such that Ao6u)o > Xibwi > ... > XN-ibw^^^i. Hence the proof D 

The significance of this result is as follows. From the theorem, we can 
observe that resources with both high failure rate and small bandwidth are 
preferred to be used initially in the sequence of retrieval and also to deliver 
smaller portions of the document. Also, resources with both low failure 
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rates and large bandwidths are preferred to be used later in the sequence of 
retrieval and to deliver a large portion of the document. Thus, by choosing 
such a retrieval order we will be able to utilize all the servers with low 
availability servers to transmit the first parts of the video. 

7.3. Failure-Recovery Analysis 

We shall now propose strategies to recover the missing data upon a resource 
failure. We assume that at most only one failure can happen in the system 
during the playback time period, that is, we consider only the case of single 
resource fault in our analysis. In the current problem context, considering 
server failures is more crucial than considering channel failures, since a 
SP can attempt to provide the missing data via alternate routes in case of 
channel failures. Thus, hereafter in this chapter, we consider server failures 
and propose strategies to recover the missing data upon a server failure. Note 
that by a server failure, we mean that a server fails to deliver the intended 
movie data to the client. Whenever a server fails, a client's playback may 
be affected, thus deteriorating the quality of service. 

We approach the problem from two different perspectives. Firstly, we use 
a deterministic approach, by which we mean that whenever a server fails, it 
is immediately relayed to the SP, or after a short time. Thus, knowing this 
failure time instant, we design and analyze certain policies for recovering 
the lost data that can be used by the SP. Secondly, we use a probabilistic 
approach, in which the server failure can happen at any random time instant. 
The purpose of this probabilistic analysis is to estimate the possible failure 
time and the resulting expected (average) amount of missing data. This 
failure-aware approach can be used by the SP to prevent any catastrophic 
failures in the system, by reserving additional resources, if any, required to 
ensure a continuous presentation at the client site. Also, in this approach, 
after estimating the failure times and the average data loss, we attempt to use 
the strategies designed for deterministic approach to recover the lost data. 
We also attempt to quantify the expected quality of service that the SP may 
guarantee a client. 

7.3.1 Solution using a deterministic approach 

While N servers are in the process of downloading a movie document to a 
client, consider a situation wherein one of the servers, Sj fails at a time t^, 
as shown in Figure 7.1. At time t = t^, S-j is amidst downloading the data 
portion nij to the client. Let us denote the data portion which Sj fails to 
deliver as m'. To ensure a continuous playback, the missing data portion 
has to be delivered to the client site on time before it is needed. Two possible 
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m^bw^ 

m^hw^ download time 

•̂ '1 

S N -\ \ 

client 1 

rn -u 

nij 

^ /̂ 

^n-^b^n-^ 
1 

1 i . . . i 1 1 . . . 1 1 ' 
? = 0 h 0 r 7̂+1 playback time 

Figure 7J. Single server(Sj) failure at time tc- The shadowed area represents the missing data 
portion m^ that Sj fails to deliver 

approaches are proposed below to recover the lost data. 

1. One or more idle servers (standby servers) replace a failed server and 
they can send the data m' to the client. 

2. The client waits for a failed server Sj to recover and it will continue to 
download the data m'. from Sj after it resumes to normal service. 

The SP actively monitors the whole system to see if there is any server failure 
and as soon as a failure is sensed, recovery procedures will be carried out 
to recover the lost data as quickly as possible. 

The choice between the above two approaches depends on how busy the 
system is. If the number of clients that are being serviced by the entire 
system is large and if the existing set of servers cannot admit anymore 
requests, there will be no idle servers available to perform the data recovery. 
In this case, approach 2 has to be selected. However, if there are idle servers 
available and the data portion m' is present in their databases, then approach 
1 is preferred. Also, if the recovery time of server Sj is too long, the client 
may experience considerable delay, beyond the expected arrival time of m'. 
On the other hand, if idle servers are ready to be used immediately, data 
starvation can be avoided and the missing data can be supplied immediately. 
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If we choose approach 2, the time delay of the missing data is given as, 

T = (Tfl + m;6w,) - (t, ~ y (7,17) 

where Tti is the time to recover a failed server, m',bwj is the communication 
time ofthe missing data portion, ir = ij + {fnj—m'-)Rpi„y, {mj—m'ARpiay 
is the playback time of the part of mj downloaded by the client before the 
failure. Thus if r < 0, the playback will not be affected. However, if T > 0, 
the SP informs the client to slow down the playback rate to account for the 
data delay as mentioned in [50]. As an alternative, SP could trigger stopping 
the playback and display the time to resume. Thus, the factor by which the 
playback at the client is altered is given by, 

*^ '^^ (7.18) 
TR + m'.:bwj 

It may be noted that, if r > 0, i.e., if T/j + rn'^hwj > {U ~ ta), then a < 1, 
hence, the client will play the movie at a rate less than the normal playback 
rate Rpiay However, if T^ + m'.bwj < tr — t^, or r < 0, the missing 
data portion m' will be delivered to the client before time U. Hence, there 
will be no delay in delivering the data and the client will continue to play 
the movie at its normal rate. In this case, there will be no discontinuity in 
the presentation at the client site. Since any discontinuity in presentation 
is affecting the quality of service, we refer to the parameter « as a QoS 
parameter. 

Most of the time the client will play the movie at the normal rate Rpiay with 
a = 1. However, during the time period from i„ to t,., a may be less than 
1 and the playback rate at the client site is less than the normal rate Rpiay, 
whenever T > 0, as mentioned above. 

If we choose approach 1, we proceed as follows. Suppose we can select a 
standby server which satisfies the following condition to deliver the missing 
data on or before the required time. That is, 

m'jbw, <tr-tc (7.19) 

where bws is the channel bandwidth of the standby server during this data 
recovery. However, if (7.19) cannot be satisfied using a single standby 
server the SP will attempt to utilize 2 standby-servers in such a way that 
f\m',bws\ = f2Tn''bWs2, where, Y^.j^i fj = 1- We solve these two equa­
tions to obtain fi, i = 1,2 values, respectively. Of course, to deliver the 
missing data the following condition must be satisfied. 

k'n^hw,,<tr-t,, V7: = l,2 (7.20) 
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Thus, if the values fi, i = 1,2 obtained above do not satisfy (7.20), then 
SP will consider using 3 servers and repeat the above process. Thus, con­
sidering K standby servers to participate in the retrieval process, we derive 
the amount of portions to be retrieved from each of the standby servers as 
follows. Note that all the K servers will start to communicate the data to 
the client at the same time and then end the same time. In general, the 
following set of conditions must be satisfied to ensure that the missing data 
can be retrieved on or before the deadline. 

.Um,'jbw,si < U - tc, Vv: = 1,2,..., K (7.21) 

and we solve the following set of equations together with 5I!,=i fj = 1 

fim'jbwsi = hm!jhu>s2 = ••• = fKm'^bw,,K (7.22) 

to obtain. 

where. 

fi='^fK,^i = l,2,...,K-l (7.23) 
bw,,i 

Thus, each ofthe K servers will deliver / i m ' , fim'p ..., / K W I respectively. 
Thus, the data portion m' will be delivered to the client site without any 
delay following the above distribution. Thus, if all the available servers are 
utilized and if (7.21) cannot be satisfied, then the SP will inform the client 
to slow down the playback rate, as specified in (7.18). 

In the above discussion, we assume that all the servers in the system are 
identically configured, by which we mean that any one server in the sys­
tem can replace a failed server so long as it has the required document in 
its database. A failed server after recovery is added back to the system. 
By this method, the server failures can be handled without any noticeable 
quality loss in service. Standby servers can be set aside as a regular mea­
sure to handle server failures. Some minimum numbers of standby servers 
are maintained to ensure normal performance when failure happens while 
serving the clients. 

7.3.2 Solution using a probabilistic approach 

As mentioned earlier, the purpose of this probabilistic approach is to estimate 
the failure time of a server so that additional resources (stand-by servers) 
can be reserved in advance, thereby guaranteeing a continuous presentation 
at the client site. Also, it may be noted that the reliabilities of the servers 
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are actually estimates computed by the SP. Since the failure time estimation 
depends on the server reliabilities, their estimation accuracy plays a key 
role in this failure-aware approach. Hence, if the difference between the 
estimated time of failure and the time at which an actual failure happens is 
large, then the SP can tune the estimates of the reliabilities of the servers 
to improve the estimate of the failure time. This estimation process can 
be carried out continuously by the SP by accounting more past data on the 
server reliabilities. 

Thus, instead of considering a server failure at a fixed time, we assume 
that one of the servers Sj can fail at any time between time 0 to tj, where 
Q < tj < rrijbwj. We also assume that this server has a constant failure 
rate A .̂ If server Sj fails before time i,, it has the following conditional 
probability density function. 

fit) if 0 < i < tj] 
/ ( t |0 < Tp < tj) = I .W fit)dt - - ' (7.25) 

(̂  0 elsewhere . 

and its expected failure time (conditional MTTF) can be derived as, 

E{TFO <TF< tA = i^—il-L^ = i& i - — — 
^ ^ - '^ lo' f{t)dt 1-e-^^h 

ie" ' dt 

(7.26) 

(1 - e-V-OAj ./„ 

( l - e - ^ j ' - j ) A j 

Hence, the estimated amount of data that server Sj fails to deliver is given 
as, 

m', = TUj - E{TF\0 <TF < tj}/bwj (7.27) 

We can use both the approaches presented in the case of deterministic anal­
ysis here. When stand-by servers are not available, the client waits for a 
failed server to resume and supply the missing data. The expected time for a 
failed server to recover (TR) is denoted as MTTR. The time delay incurred 
by the missing data to reach the client is then given by, 

r = {MTTR + m'fiw.j) - {t, - E{TF\0 <TF<t,} + {m, - m'.-^Rpiay) 
(7.28) 

However, if there are redundant servers (standby servers) available, the SP 
will first allocate redundant servers to replace a failed server. In this case, 
the following condition should be satisfied in order to facilitate the missing 



204 DISTRIBUTED MULTIMEDIA RETRIEVAL STRATEGIES 

data to reach the client on or before the required time. 

m'^bws < tj - E{TF\Q < TF < tj} + {w.j - m'j)Rpiay (7.29) 

where, bws is the channel bandwidth of the standby server for this recovery. 
As seen in deterministic analysis, the SP can allocate more than one server 
for data recovery in case one server is not sufficient. The following set of 
equations must be satisfied so that the missing data can be communicated 
to the client without delay. 

{f,m])bw,,. < tj-E{TF\0 <TF< t,}+{m,~m'.^)B..pi,,,j, Vt = 1,2,..., K 
(7.30) 

Thus, the data portion m'- will be delivered without any delay to the client 
site. 

According to equations (7.26) and (7.27), the SP will have an estimate of 
the failure time of each server and the resulting missing data. Further, these 
equations serve as valuable guidelines for a SP to decide on whether or not 
stand-by servers are needed in case of a server failure. We will show later 
in the discussion section that the failure estimation can be useful to the SP 
for resource planning. 

7.4. Performance Evaluation and Discussions 

In this section, we shall test all the theoretical findings in a systematic fashion 
by rigorous simulation experiments. From a client's perspective, knowing 
the failure and repair rates of a resource, the availability of that resource 
can be calculated using (7.4). Based on the resource availability, the client 
starts the playback of each data portion from the time instant rriihwi/Ai 
(assuming that the client makes a request at i = 0). The time window from 
0 to mibwi/Ai is a longer time period than rrubwi, since 0 < Aj < 1. 
This time period is an approximate estimation for the client to ensure that it 
receives the entire data portion within this time period. Note that, in reality, 
the entire data may be downloaded before time niibwi/Ai, if the server and 
the communication channels are highly available/reliable during the data 
communication time period. Thus, in this model, by explicitly consider­
ing the availability of the server and its components, system reliability is 
considerably improved. Further, in this retrieval strategy, we observe that 
the servers with high availability will deliver more data while servers with 
low availability will deliver less data to the client, a feature that is naturally 
expected in a frequently failure prone system. 

This feature can be observed in Figure 7.2 where we compare the single 
installment MSR scheme introduced in Section 2.3 with the failure-aware 
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Figure 7.2. Data portions to be retrieved from the 10 servers for the refined MSR strategy and 
ideal MSR strategy (denoted as Strategy A in the figure) 

MSR scheme of this chapter. We refer to the former as MSR or ideal MSR 
strategy and to the latter as modified/refined MSR strategy, hereafter. In 
this figure, we have shown the plots for a 3-hour MPEG-II video streams 
with 0.67sec/Mbit playback rates for MSR and the refined MSR strategies 
presented in this chapter. The availability of servers can be calculated using 
their MTTF and MTTR values according to (7.4). The availability of server 0 
to server 4 is 0.99 and the availability of server 5 to server 9 is 0.67. The data 
portions retrieved from each server are calculated using (7.8). As we employ 
the refined MSR strategy, we can observe that the size of the data portion 
retrieved from server 4 increases from 522Mbits to 1070Mbits, the data 
portion retrieved from server 9 decreases from 678QMbit,H to 5252Mbit.s, 
respectively. Thus, the entire movie data are rescheduled in accordance with 
the availability of servers and hence, in this example, less data are down­
loaded from low availability servers (e.g. server 9) whereas, more data are 
downloaded from high availability servers (e.g. server 4). The system reli-
abihty is calculated using (7.10) based on each individual server reliability 
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using (7.1). In this case, the system reliability increases from 0.11(given by 
MSR strategy) to 0.14 given by the modified MSR strategy in this chapter. 
Thus we have about 27% improvement! The access time, which is calcu­
lated using (7.9), increases from 67secs, given by MSR strategy, to lAlsecs, 
given by this refined MSR strategy, leading to 110% increase. Thus, a trade­
off exists between the system reliability and the access time. SP can use 
these relationships while pricing a customer. For instance, a service with 
highly available servers can be launched with higher pricing, guaranteeing 
a high quality reliable service than a service that uses a set of servers that 
are not highly available. In the later case, a more affordable pricing scheme 
could be in place. 

We shall now investigate the influence oisequencing, the order in which the 
client retrieves data from the servers. It may be noted that the sequence of 
retrieval is actually planned by the SR If a client retrieves a movie from N 
servers, there will be TV! retrieval sequences possible. The effect of sequenc­
ing on access time with our model, including availability factors, exhibits an 
identical behavior as the ideal MSR strategy of Chapter 2. That is, sequenc­
ing has no influence on access time. The proof of this claim is similar to the 
proof steps in Chapter 2, except we replace bwi with bwi/Ai. However, the 
sequencing of servers has an effect on the system reliability. As we vary the 
sequence in which the data portions are retrieved, the reliability of each indi­
vidual server is affected, thus affecting the overall system reliability. In the 
above example, the original server sequence is (T(0, 1, 2,3,4, 5,6, 7, 8, 9) 
and if we adopt a sequence (J(5, 6,7,8, 9,0,1, 2,3,4) the system reliability 
increases from 0.14 to 0.82. Thus, by utilizing low availability servers ini­
tially (and highly available servers latter) in the sequence of retrieval, the 
individual server reliability of the these low availability servers is signifi­
cantly improved. However, this effect does influence negatively the depend­
ability of highly available servers, as these are used latter in the sequence. 
Nevertheless, the overall system reliability is improved. 

As we add more servers to serve a client, the access time given by the ideal 
MSR strategy (denoted as Strategy A) will decrease. Similarly, in the modi­
fied MSR strategy the access time will also be decreased when we add more 
servers to serve a client. Adding a server with low reliability will jeopardize 
the overall system reliability while adding a server with high reliability will 
improve the system reliability. 

In the above example, if we add a new server 10 which is identical to server 
5 (low availability), the access time decreases from 141 sees to 97sec while 
the system reliability reduces from 0.82 to 0.42, as we have servers in se­
quence (T(5, 6, 7,8,9,0,1,2,3,4,10). 
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On the contrary, if we add a server 10 which is identical to server 0 (high 
availability), the access time decreases from 141secs to 84secs while the 
system reHability increases from 0.82 to 0.87, as we have servers in se­
quence cr(5, 6, 7,8,9,0,1, 2, 3,4,10) . 

We shall now show how the system could handle a single server failure 
in the above example. The client places the request for a movie of length 
L = 16800M6iis at time i = 0. Each of the 10 servers has a connection to 
the client with a.hw = Isec/Mbit bandwidth and the client's playback rate is 
jf^piay = 0.67sec/Mbit. The availability of the servers are Ao = ... = ^4 = 
0.67, A5 = ... = Ag = 0.99. The size of the data portion delivered by each 
server is calculated as mo = 94M6iis, mi = 136Mbits,m2 = 197Mbits, 
7713 = 285Mbits, rrn = 412Mbits, m^ = 8S6Mbits, ma = U7AMbits, 
m.Y = 2A52Mbits, mg = 407HMbits and m.g = G7MMbits using (7.8). 
After the client receives the data portion mo, it will start playback of mo at 
time to = mobw/Ao = lilsecs. 

We assume that server 5*4 fails at time ic = SOOsecs when server S'4 has 
communicated tc/bw = 300/1 = SOQMbits to the client with m'^ = 
TUA — 300 = 112Mbits it fails to deliver. The missing data portion m'^ 
must be delivered to the client before it finishes the playback of data por­
tion ms and the data portion ^4 has delivered before the failure at time 
tr = ti + (tc/bw) * Rpiay = 614 + 201 = 815sec in order to avoid 
data starvation (due to time delay for supplying the missing data). The 
maximum time period allowable for this data recovery is calculated as 
t^ — tc = 815 — 300 = 515sec. Assume a standby server with com­
munication bandwidth bws = Isec/Mbit is available for this data recovery 
at this time (approach 1), the time required to deliver the missing data is 
given as m'^bws = 112 * 1 = 112sec which is smaller than the maximum 
time period allowable (515sec), and hence, there will be no presentation 
discontinuities in this case. 

If there are no standby servers available at this instance, the client has to wait 
for a failed server S'4 to recover. Assuming that S'4 takes TR = 500,sft(-;,s 
to recover to normal operation and the server resumes data communica­
tions at this time, the time delay of the missing data r is calculated to be 
r = (Trt + m\bw4) - {tr - tc) = (500 -M12 * 1) - 515 ^ 97sees using 
(7.17). Thus, in this case, the SP would recommend that the playback rate 
at the client is altered(decreased) right afl;er the failure happens to prolong 
the playback time of the data portions before the missing data portion m'^ 
arrives, to avoid discontinuities in the playback. The factor by which the 
playback rate is altered can be readily computed using (7.18) and is given 
as, a = (515)7(500 + 112 * 1) = 0.84. The playback rate from t^ to t,. 
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Figure 7.3. Playback rate variation at the client site in case of single server failure during movie 
retrieval 

will be then Rpiay/a = 0.67/0.84 = 0.8sec/Mbit as shown in Figure 7.3. 
After the time instant tr, the client will resume its normal playback rate 
Rpiay To avoid the situation in which there are no standby servers avail­
able for a client, the SP estimates the failure probabilities of currently used 
servers to deliver the movie. In the above example, the estimated failure 
time i?{Tp|0 < Tp < ti} of server Si is 315secs using (7.26). Hence, the 
SP would set aside one or more standby servers, in advance, for possible 
data recovery. 

However, the actual time of failure for this resource is 300secs. While the 
estimated failure rate Ai = l/MTTF^ = 0.00014,sec"', the actual failure 
time can be substituted into (7.26) to calculate Ai as 0.00048sec~^ and it 
will be fed back to the SP to fine tune its estimation. The SP can gather a 
"history" of A values for server 54. If the sample size is large, A follows a 
Gaussian distribution, the mean value of which can be a good estimator for 
A. 

Let us now analyze the behavior of AT as we add more servers into a group 
of servers downloading a movie to the client. To understand the relationship 
between the AT and number of servers A'', we consider a case wherein all 
the servers have constant and identical availability A. We also assume that 
all the servers have identical communication bandwidth bw to the client. 
As expected, we observe that the AT decreases as the number of servers N 
increases as shown in Figure 7.4. This trend continues as more and more 
serves participate. Further, the system reliability remains unchanged as we 
add more servers to participate. This property can be readily realized using. 
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Figure 7.4. Access time vs. number of MM servers for the refined MSR strategy and ideal 
MSR(denoted as Strategy A in the figure) 

(7.10). In this case, (7.10) can be reduced to , 

Rs = exp{— 2_\ y^mihw) = exp{—XLbw) 

which is constant and independent of the number of servers. We shall now 
present some interesting experimental results where we have a set of 20 
servers with different availabilities to deliver a 3-hour MPEG-II movie. All 
the servers are assumed to have a connection bandwidth of Isec/Mbit to 
the client. We first generate a set of availabilities of the servers with the 
mean value of 0.9, following a uniform probability distribution. Based on 
the strategy described we determine the size of the data portion retrieved 
from each server. Further, the access times for a random sequence and an 
optimal sequence are given by, Isec (as sequencing does not influence the 
access times) and the overall system reliabilities for the sequences are given 
by 0.61 and 0.85, respectively. Although there is a difference in the overall 
system reliability, the gain in performance is not significant, as the entire 
system of servers, in this case, are highly reliable. We can observe this from 
Figure 7.5. 

However, when we change the mean value of the availability of the servers 
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Figure 7.5. Comparison of a random sequence and an optimal sequence of servers in terms of 
data size. The mean availability of all the resources is 90%. 

to 0.5, from Figure 7.6, we observe that the differences in the size of the data 
portions retrieved using a random sequence and an optimal sequence shows 
appreciable deviations. The overall system reliability is also improved from 
0.01 to 0.02. This difference becomes prominent when the mean value 
of availability is 0.1. In this case. Figure 7.7 shows the size of the data 
portions retrieved from each server as before. Here, we can observe that the 
size of the data portions retrieved from each server, for the same randomly 
chosen sequence in the above experiment and an optimal sequence. We note 
that 18-th server in the chosen random sequence has been shifted to 14-th 
position in an optimal sequence; the data size to be retrieved from the same 
server decreases from 1520M6its (in random sequence) to 945M&its (in the 
optimal sequence). In this case, we clearly observe that there is a significant 
difference in the amount of data portions retrieved by servers in a random 
sequence when compared to the optimal sequence. In both cases, the idea 
of retrieving more data from highly reliable servers than from less available 
servers is followed. However, the main advantageous difference, comes 
from the fact that an optimal sequence indeed delivers an improved overall 
system reliability more than any random sequence. Thus, this experiment 
conclusively shows that the concept of sequencing has a significant effect 
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Figure 7.6. Comparison of a random sequence and an optimal sequence of servers in terms of 
data size. The mean availability of all the resources is 50%. 

in improving the overall system reliability when the SP works with a group 
of low availability servers than with a group of high availability servers. 

7.5. Concluding Remarks 

In this chapter, we have discussed an important aspect in the design of MSR 
technology. We have fine-tuned the MSR strategy proposed in earlier chap­
ters to incorporate fault-tolerance to provide more guaranteed and reliable 
VOD service. We have considered the reliability and/or availability fac­
tors of the multimedia servers and the communication channels which are 
contributing to the overall system reliability. This is one of the important 
contributions to this domain of research. With the mathematical model 
proposed, we have analyzed the effect on access times and identified an op­
timal sequence that maximizes the overall system reliability. We established 
a trade-off relationship between system reliability and the access time. We 
have shown that the access time of a multimedia document decreases as 
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Figure 7.7. Comparison of a random sequence and an optimal sequence of servers in terms of 
data size. The IStli server in this random sequence is shifted to the 14th position in the optimal 
sequence. The mean availability of all the resources is 10%. 

we include more setters to deliver the document to the client. Although 
access time remains unaltered when we change the retrieval sequence, an 
optiinal sequence is shown to maximize the reliability/availability of the 
system (service). 

We have rigorously analyzed the case wherein we have a single server failure 
during the retrieval of the document and presented two recovery methods 
to provide the missing data. The first recovery method employs standby 
resources to replace a failed server, while in the second method, we assume 
that there are no standby servers available and the client waits for a failed 
server to be repaired and to resume the data delivery. We have demonstrated 
the effect of these two methods and the impact of estimation on the server 
reliabilities by a SP via rigorous simulation tests. Further, to quantify the 
service quality, we have introduced a QoS parameter to measure the system 
performance in case of resource failure. We also analyzed all these issues 
from a probabilistic perspective in which we assume that a server may fail 
before it completes communicating its assigned data portion. However, the 
failure time of this server is not known in advance. We derived expressions 
for MTTF of this resource and the expected amount of missing data the re­
source failed to deliver. We have also demonstrated how a SP can make use 
of this estimate on the size of the missing data to plan for the deployment 



Fault- Tolerance A nalysis for Multiple Servers Movie Retrieval Strategy 213 

of Standby resources. 

The research contributions presented in this chapter are novel to the litera­
ture reported so far on movie retrieval strategies and can be used as a basis 
for future research to consider including reliability issues while employing 
a multi-installment retrieval strategy to minimize the access time of large 
size multimedia documents. It can also be used to analyze the reliability 
issues for a system which has a heterogeneous mix of resources with high 
and low availabilities. Following the treatment in Chapter 3, an immediate 
extension could be to analyze a multiple-server multiple-clients scenario 
using the strategies presented in this chapter. Further, with multiple servers 
rendering each portion of the media stream with certain availabilities, it 
would be natural to investigate the problem from the client's perspective. 
That is, given the fact that a client attempts to interact during presentation, 
one can study the performance in order to obtain a complete picture of a 
practically viable scheme. 

Bibliographic Notes 

Most of the contributions in this chapter appear in [106]. Apart from the 
recent attempts employing multiple servers in the literature, considerable re­
search has been devoted in designing several retrieval scheduling strategies, 
e.g., retrieval scheduling for disk (single and arrays of disks) [80, 110, 100] 
and tape cartridge [62] for minimizing the access time of a requested doc­
ument, while maximizing the number of continuous streams that can be 
supported and minimizing the buffer requirements at the client sites. These 
scheduling strategies are tightly related with the type of storage media. 
Besides, there are scheduling strategies not related to storage media. For 
example, the authors in [55] assign requests to servers with lighter load 
(load balancing ability) to maximize retrieval capacity. Some of the recent 
techniques attempt to study the optimization of buffer sharing by caching 
the data for successive requests [97]. The study in this work is exclusively 
on buffer sharing aspects and a simple yet powerful Markov model is also 
attempted to quantify the performance. 

Also, there are scheduling methods devised exclusively for broadcasting. 
These include, the pyramid broadcasting [ 109], permutation-based pyramid 
broadcasting [3] and skyscraper broadcasting [51]. In these schemes, the 
basic idea is to partition each movie into several segments and broadcast 
them periodically, towards a goal of achieving a minimum access time. An 
excellent compilation and comparison of various VOD techniques proposed 
in the literature until 1997 appears in [41]. Finally, the study in [49] presents 
protocols for broadcasting for VoD environments. 
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The problem of data organization and storage is well studied in the litera­
ture [78, 88, 113]. Some studies also focus on the design of movie buffer 
caching strategies for effectively utilizing the memory and reducing disk 
I/O overheads [26] and dynamic network resource allocation for improving 
transmission rates with low jitter variation in media streams [32]. In [32], 
a dynamic bandwidth management policy that uses the concept of TDMA 
is proposed and its performance is evaluated. The authors also propose a 
scheme that allows a graceful degradation of the QoS, when the underlying 
LANs capacity is not sufficient to meet the total demand. These studies es­
sentially deal with the data layout problems for easy and high speed access 
from a single disk or an array of disks (RAID technology). On the other 
hand, problems that deal with the provision of services are classified into 
three types, namely data-centered, user-centered, and hybrid [41]. Con­
ventional broadcasting [41 ] and a recently proposed pyramid broadcasting 
[109,3] are the examples of the data-centered approach. A very recent work 
in [85] considers employing multiple servers to retrieve MM objects, but 
from a different objective. In this work, the authors design a scheduling 
scheme, referred to as an application layer broker, at the client site. Typi­
cally, a client negotiates with a group of servers and identifies the best server 
to retrieve an object. This scheme attempts to minimize the buffer space 
requirements at the client site. 



Chapter 8 

AN AGENT DRIVEN PRACTICAL MSR SYSTEM: 
JINI TECHNOLOGY 

8.1. Challenges in Realizing a Practical MSR System 

Designing and implementing high fidelity Video-on-Demand (VoD) ser­
vice systems for providing network based services is always a challenging 
problem. The design must carefully consider issues on optimizing vari­
ous parameters, ranging from data storage level to customer satisfaction, in 
terms of providing high quality, reliable and interactive presentation. The 
main attraction of these network-based services is that viewing and presen­
tation controls are completely handed over to the client, in contrast with the 
conventional broadcasting schemes. Such broadcasting schemes also have 
inherent disadvantages of making the client wait through the entire broad­
cast batch to get his/her choice and usually impose high expectations at the 
client-end. Further, VoD services are attractive from economic perspective 
in the sense that, depending on the popularity of the movie, the per user cost 
can be decreased when some e&ectivQ placement of movies^ on the network 
is carried out. 

In the literature, the design of a VoD system employs several technologies, 
ranging from disk array technology to sophisticated scheduling policies 
during admission control, are in place to optimize several performance pa­
rameters of interest. Typically these parameters could maximize the number 
of clients that can be supported^, minimize the access time of the users, pro­
vide efficient use of the available buffer space, etc., to quote a few. 

This also referred to as caching at vantage sites by researchers. 
^This is the main concern of admission control algorithms. See [108] 
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When concerned about the design of such VoD systems from scratch, sev­
eral issues come influential and probably they are highly inter-dependent. 
We list them now. 

- Design of Service Architecture 

Specifically this considers what should be the basic service infras­
tructure and how a client will be handled; This in a way reflects the 
"promises" from service provider's perspective. The service architec­
ture must also consider if it is oi centralized type or decentralized type. 
In either case, admission control algorithms must be in place, which as­
sures quality to the clients. Pricing profile and policies are also some key 
issues to be considered here. For an attractive service, frequent offers in 
the form of packages, treating a long-standing customer different from a 
sporadic visitor, capturing an interactive profile of a long-standing user 
and catering to his/her needs in a customized way, proffering intangible 
benefits, etc. It may be noted that the system must allow a sporadic 
visitor to navigate through the system and be exposed to all service 
structures available. Finally, the size of the system in terms of amount 
of resources (servers, any intermediate repositories to be used, static 
placement of databases on the network at vantage locations, resources 
depending on certain service categories, etc) to be invested must be 
carefully weighed and an optimistic break-even must be pitched. 

- Expectations at the client end 

To the best possible extent, this should be kept very low. Of course, be­
fore availing service, if negotiation between client and service provider 
is allowed in the design, depending on the QoS demands of the client, 
expectations can be dynamically put forth. By and large, certain as­
sumptions on the client-end can be made, such as the machine capa-
bilities(one or two versions behind the current version floating in the 
market at present), a joy-stick (if relevant), and any other devices that 
are imperative for a requested service. To some extent, assumptions on 
the existence of software modules at the client end (say media players, 
etc) can be made. However, if the service infrastructure renders in any 
specialized formats, then the required components may be allowed to 
be downloaded by the client. Complete interactivity under VoD ser­
vices must be exercised and for pay-per-view services, clients must be 
allowed to reserve in advance. 

- Directory Services and Software Agents 

A directory based service provision is almost a mandatory requirement 
as the number of clients availing this service is expected to grow ex-
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ponentially. Thus, designing a directory based service infrastructure 
posses a challenge in the following ways - an appealing and flexible 
graphical user interface that allows users to be aware of the types of 
services and service packages with the service provider; Provision for 
a casual one-time visitor; Upon making a choice of a movie (in case 
of VoD services), a trailer video-clip and story particulars as narrated 
at the back side cover of a video cassette cover to stimulate interest, 
etc, must be provided; User must be able to navigate the site freely and 
for subscribed customers provision must be made to customize their 
settings. 

Above these interface design details, on network based services span­
ning a large pool of customers, an agent driven service structure will 
be flexible in, scheduling resources, optimally using the available re­
sources, searching the required documents, negotiating with adjacent 
cluster domains for seeking the requested media clip, etc. An agent 
can be servicing a local domain with authenticated services and can 
be treated as a messenger navigating beyond the domain boundaries to 
negotiate and to retrieve the requested documents. Thus, when a clip is 
not locally available, the agent-based service system will negotiate with 
adjacent domains and fetch the document. Depending on the current 
demand profile of this document, it may or may not suggest caching 
the document in its domain for future use. Beyond these, depending 
upon the service package, a user may be allowed to personalize agents 
themselves and such an agent can be made aware of the user profile and 
interests. 

In this chapter, we attempt to describe a practically designed MSR system 
designed at the Open Source Software laboratory at the Department of Elec­
trical and Computer Engineering at the National University of Singapore, 
Singapore. The system was designed using agent-driven pull-based policies 
for VoD service. Our VoD architecture employs the retrieval model proposed 
in Chapters 2 and 3 and implementation is done by using Jini technology. 
To the best possible extent, we have taken care of the above mentioned 
system design requirements for service infrastructure, clients, and directory 
and agent services. The object-oriented Jini technology provides a flexible 
infrastructure for delivering services in distributed systems. Concepts in­
troduced by Jini technology such as leasing, discovery and the movement of 
objects over a network vastly simplify interactions on a network embedding 
a great degree of resiliency and scalability within a distributed system. For 
us, the simplicity inherent within the Jini architecture itself typically deliv­
ers gains in the design and development of our VoD system. Meanwhile, the 
retrieval model employed in our VoD system involves in retrieving the long 
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duration movie (typically of 110 minutes duration) from multiple servers 
which host the entire data of the requested movie. Non-zero delays encoun­
tered due to the underlying network and the playback rate of the movie are 
considered while minimizing the access time and in providing a continuous 
presentation. 

In fact, the retrieval model proposed in the literature by Bernhardt et al.̂  is 
very close to the model adopted in Chapters 2 and 3 and in this chapter. In the 
former model, a single video is distributed over multiple servers, whereas 
each server only stores a subset of the original video data. To retrieve a 
video, all servers storing pieces of the requested video must send their sub­
set in a coordinated fashion to the client. Our model differs from this model 
in several ways. Firstly, in the former model, each server only stores a subset 
of the original video data. Hence, the client cannot watch a certain portion 
of the movie if any server storing this movie is off-line. In contrast, this 
scenario will not happen in our approach unless all movie servers storing 
this movie are off-line because the entire movie is available with all (or a 
subset of all) servers. Secondly, in the former model, the distribution of the 
subset of the video data must be re-organized once after adding the movie 
server to take advantage of the added bandwidth and capacity. The servers 
in our model can be simply added to the current working system, without 
re-configuring other servers, which means scalability is taken care easily. 
Finally, in the former model, all servers contribute an equal share to the over­
all effort of retrieving the video. This scheduling does not take into account 
the differences among movie servers, such as affordable bandwidth, current 
load, and so on. These factors have been explicitly taken into account in the 
design of our system. 

8.1.1 Implementation challenges 

While the retrieval model of a MSR strategy for long duration movies is 
fully studied in the previous chapters, no experimental evidence was pre­
sented to justify the feasibility of the ideas, their applicability and quantify 
the performance of the system. In this chapter, we study the design and 
implementation of a Jini technology based VoD system utilizing MSR strat­
egy. We present a prototype which clearly justifies the applicability of MSR 
strategy to real-life network based service infrastructure. This prototype 
gives a hope of extending this technology to a WAN/MAN network to opti­
mize several performance parameters frirther, which is the ultimate goal of 
this multiple servers system. 

'See[15] 
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Following are some key issues that we will address in our design. Although 
few of them are addressed from a theoretical standpoint in earlier chap­
ters, practical implementation demands a different treatment, as it will be 
exemplified in the design. 

- How to design a service architecture with multiple servers coordinating 
with each other in retrieving the movie? 

- How to sense server crashes and what are the adaptive measures to take 
upon a server failure? 

- How does a client behave in this system, right from the start-up phase 
to the presentation phase? 

- How to manage the available buffer space at the client site? 

In this chapter, employing Jini technology, we present a software architec­
ture that answers all the above questions. Several intricate aspects of Jini 
technology are thoroughly exploited to make this system less complicated to 
deal with the issues such as, service location, service upgrading and server 
failure, etc. For example, in the implementation, a Jini service and an agent 
are created to coordinate the activities between a pool of servers and a pool 
of clients. In addition, code migration from this agent to the clients, which 
is transparent to the clients, is carried out for instructing the client-end on 
certain events. In the design, the movie servers only send the specified data 
to the clients upon receiving the requests from the clients. We refer to this 
system as a Jini based Agent driven pull-based VoD system(JVoD) system. 
This design and implementation study will certainly benefit Internet service 
providers who wish to render an attractive VoD services on networks. 

8.2. Service Description and Retrieval Strategy 

In this section, we shall first describe the basic service infrastructure of the 
system which comprises components like, the Movie Server, the Agent, the 
JLS (Jini Lookup Service) and the client, respectively. We will also present 
the details regarding a typical client's interaction in the system. Then we 
will present the theory behind the design of a strategy to retrieve a long 
duration movie from a pool of servers. Finally, we shall demonstrate an 
illustrative example highlighting on the workings of the strategy. 

8.2.1 Overvievi' of the service arcivitecture 

In the existing implementation, the interconnection medium is a fast switch­
ing Ethernet network in which a set of processors will act as Movie Servers 
and a set of processors will act as clients. But it does not mean that this 
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Figure 8. /. Overall view of the JVoD software architecture 

VoD architecture is only valid on Ethernet network. The JLS also supports 
services over a WAN/MAN and the extension to WAN/MAN is clearly a 
study for the near future. The basic architecture of this JVoD system is 
shown in Figure 8.1 and comprises the following components. 

A. Movie Server: The Movie Server is basically a host that stores the actual 
movie files that can be retrieved and viewed by the client. Besides movie 
files, each server also maintains a small database that is used to record the 
transaction history, which will be used to trace the server activities. 

B. Agent: The Agent is the "brain" of the entire JVoD system. It is solely 
responsible on how the clients should behave in different situations. This 
is achieved by a downloadable part of the Agent, referred to as a rule-base, 
which enables the client to make a decision. The rule-base basically decides 
on how, where and which are the servers to contact and to retrieve different 
portions of the movies. In our design, the Agent not only aids the clients to 
carry out the required (streaming) transaction under normal conditions, but 
also instructs the clients (during the retrieval process) on how to handle the 
exceptions that might arise due to unpredictable server behavior, problem 
of some missing files, etc. 

C. JLS: JLS holds the registration information of all services (the Agent 
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and the Movie Servers in our case) available in the system. More precisely, 
a JLS maps interfaces indicating the functionality provided by a service to 
sets of objects that implement the service. The JLS acts as a conciliator to 
a client who is looking for a service. Any client who needs to make use of 
a Jini service will first contact the JLS. Then, the intended Service Object 
[54] is subsequently transferred from the JLS to the requesting client site 
where it will be used to set up the connection between the client and the 
Jini service. The Service Object contains the Java programming language 
interface for the service, including the methods that service consumers will 
invoke to execute the service along with any other descriptive attributes. 
Once the connection is established, the JLS is not involved in any of the 
subsequent interactions between that client and that service. 

D. Client: The client is an application featuring a player. Further, through 
the preview screen, users can select and preview movies before they decide 
to view the entire movie. To fully utilize the multiple servers in the system, 
the client is allowed to receive concurrent (incoming) streams. 

Thus, the above four essential components comprise the entire working 
system. Below, we shall explain on how a client typically interacts with the 
system, as an overview. 

8.2.2 Interaction of a client with various components 

The client in our system is "dumb" in the sense that it cannot make any 
decision regarding how the movie files are to be accessed from the Movie 
Servers registered with the JLS. After the client application is initiated, it 
downloads the rule-base from the Agent on-the-fly, then it can contact the 
respective Movie Servers, by using the strategies inside this rule-base. Ex­
ceptions that could arise are also handled by this rule-base. It would be 
meaningful to look on what exactly happens during a client transaction. 

After the JLS and the Agent service are initiated first in the system, the 
components such as the clients and servers can become a part of the system 
anytime, since the Jini framework can self-recover as long as the JLS is 
available. Assuming that a new client application has been initiated, the 
client would first register itself with the JLS and obtain the necessary infor­
mation regarding the Movie Servers from the JLS. However, the client will 
need to authenticate itself with the Agent before it can download the rule-
base. Once the authentication requirements of the client are fulfilled (like 
entering the correct username and password), the client is said to be "logged 
on" to the current Agent, which will provide the algorithms(rule-base) that 
the client may use. 
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Once the user passes the authentication phase, he/she can then use the chent 
apphcation to open a comprehensive Movie-Selector that features a Hst of 
all the movies that are currently available (similar to a directory of avail­
able movies or yellow pages, with movie information) and a small preview 
screen. The generation of the list of movies is (i_v«awzc. This means that 
the elements in this list are subject to change, depending on the network 
environment. For example, when all the servers serving a particular movie 
are not currently available in the network for some reason, this movie will 
be immediately removed from the list. On the other hand, in the case where 
servers with new movies join the network, the information of new movies 
will immediately be available in the list. This dynamic mechanism is de­
scribed in detail in Section 3. 

With the Movie-Selector opened, the user can select any available movie 
and proceed to either view the trailer of the selected movie or to "buy" 
and view the entire movie immediately. When the user prefers to preview 
the trailer first, the client application is required to download the Server 
Locating(SL) strategy from the Agent. This SL strategy aids the client to 
locate a server from which the movie trailer can be retrieved. Our current 
SL strategy adopts a policy in which the client will select a server with a 
larger available transmission rate (depending on the current network and 
server loading conditions, the service provider can change the policy with­
out involving the client), to retrieve the movie trailer. Once the trailer has 
been retrieved, it will be played in the preview screen. Further, once the 
SL strategy is transferred from the Agent to the client, the client need not 
download it from the Agent again until the client application is closed and 
restarted later. This means the client can reuse the strategy in its subsequent 
transactions (in a single session) till it quits the system. 

After viewing some trailers, the user may then decide whether to buy the 
movies and view it. Once the user decides to view the entire movie, the 
client application needs to download more algorithms(strategies) from the 
Agent in order to fulfill this transaction. The strategies to be downloaded 
include, the Streaming strategy, Buffer Management strategy. Scheduling 
and Retrieval strategy, Emergency Server Generating strategy, etc. With 
these strategies, the client will proceed to start retrieving data streams from 
servers. Since this system supports multiple servers, the movie will most 
probably be streamed from more than one server. For example, if there are 
three servers hosting the requested movie, the algorithms from the Agent 
most likely will instruct the client application to stream the movie data from 
these three servers using separate connections. This implies that the movie 
data will be partitioned into three portions and streamed from each of these 
three servers. The algorithms also take care of assigning which portions 
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should come from which of the servers. Once the connections between 
the client and servers are established, the movie data will be retrieved by 
the client and the buffering technique will handle these multiple incoming 
streams. After a critical .?/ze(as will be explained in Section 2.3.1) of the 
first portion data has been received, the client application will start the play­
back of the movie. The critical size guarantees that there is adequate data to 
play the movie continuously at the client site. This size is calculated by the 
algorithms provided by the Agent, taking into account the current network 
conditions. 

As mentioned above, during the retrieval process, a number of critical sit­
uations may occur. Among these, there are two major critical situations 
including unpredictable failure of Movie Servers and failure of the Agent. 
The failure of Movie Servers definitely has a major impact on the perfor­
mance of the system. Considering the case when there are three servers and 
one of them crashed during streaming movie data to the client, obviously, 
the client will not be able to stream the scheduled movie portion from that 
failed server. In this case, the Emergency Server Generating algorithm that 
was transferred from the Agent a-priori, will handle such a situation for the 
client. A backup server (one of the other two servers hosting the requested 
movie will act as a backup server) would be generated for the client to 
contact and resume streaming of the affected portion from the time instant 
where it stopped. 

All these mechanisms are transparent to the user and the playback of the 
movie will not be affected, unless it is in a race with the data streaming 
(starvation of the movie data) at the client site. The possibility of this racing 
is extremely low, as the Agent algorithm had calculated the best possible 
critical size which ensures that the playback of the movie would circum­
vent this racing with the data streaming. However, it would be catastrophic 
if all the servers participating in the retrieval process were crashed before 
all portions were retrieved completely. If this worst scenario happens, the 
user would be notified that the playback of this movie would be affected. 
However, the user can continue viewing the available portions of this movie, 
or can go back to the Movie-Selector and select another available movie to 
view. On the other hand, the crashing of the Agent has no effect on the 
playback of the movie. This is because the Agent is not involved in the 
transmission of movie file after the connections between the client and the 
servers have been set up. However, in this case, the user would be notified 
that the Agent had exited the system and hence, it would not be possible to 
view other movies unless the client application is re-authenticated with the 
same or another Agent. 
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8.2.2.1 Strategy on a dedicated network environment: Equal Size 
Partitioning (ESP) strategy 

The procedure described in Chapter 2 would be preferable, if the underlying 
network is a truly distributed one. However, in the existing implementation 
(and also when the underlying network is of small size), we have a fast 
switching Ethernet network comprising computers that are solely dedicated 
for this VoD system. Thus, the procedure described above has to be tuned 
for this environment. In contrast to the above strategies in which portions 
retrieved from different servers are of non-uniform in size, we propose an 
ESP strategy to obtain a better load balance among Movie Servers, as the 
communication speeds and server speeds are extremely fast and transfer 
delays are negligibly small in this dedicated infrastructure. In this strategy, 
the retrieval process from each of the servers is concurrent. In addition, in 
the earlier work a client is allowed to start the playback only after the client 
has received the entire first portion from the first server. However, in our 
retrieval strategy and implementation we relax this assumption and allow an 
early start of the playback which guarantees a presentation continuity. As 
soon as a critical size of first portion has been retrieved, the playback can 
be initiated on the client site. In other words, the client can start playing 
this portion while the remaining portion is being retrieved. This critical 
size indeed depends on the playback rate of the movie at the client site 
and the available transmission rates of the channels between the client and 
servers. For every portion that is to be retrieved from a server, our strategy 
recommends a critical size that should be retrieved in order to avoid data 
starvation. 

As continuity is one of the major concerns during the presentation, the 
design of the ESP strategy must meet the following two important objectives. 
Firstly, the strategy must select the optimal set of Movie Servers that can be 
used to retrieve the requested movie. Secondly, it must derive the critical size 
of the portion to initiate the playback at the client site. The first requirement 
is used to minimize the access time of the movie and to guarantee a fault-
free presentation while the second requirement is used to assure a continuous 
presentation at the client site. We let the size of portion retrieved from each 
Movie Server, measured in bits, as m = \LIN'\. Note that we continue to 
use the same notations, i.e. L, bwi, Rp, csi^j for the length of the movie, the 
bandwidth of the channel, the playback rate and the critical size, respectively. 

Now, we describe our retrieval strategy. Firstly, we show how the critical 
size is calculated with a given number of Movie Servers, which will be 
subsequently used to determine the optimal set of Movie Servers. Given 
that there is only one server, we will determine the critical size that has to 
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be used to avoid racing. Similarly, when there are two servers available, we 
can have two concurrent streams. Thus, in order to utilize both the servers, 
we need to derive a critical size when two streams are to be retrieved from 
servers connected via different transmission rates. In the same way, if Â  
servers are to be utilized, we need to derive a critical size when N streams 
are to be retrieved from servers connected via different transmission rates. 
Below, we will derive the critical size when there are, in general, k servers 
(k streams). To derive this critical size we proceed as follows. As a first 
step we consider only one stream and derive a critical size. Then in the 
second step, we consider including the second stream and determine a new 
critical size. Note that this critical size obtained guarantees a continuous 
presentation for the second stream alone, neglecting whether the first stream 
can be presented continuously. Similarly, in step k, we consider including 
the fc-th stream and derive a new critical size, which guarantees that there will 
be a presentation continuity by considering the k-th stream alone. Finally, 
in order to obtain a ultimate critical size when there are k servers altogether, 
we consider choosing the maximum of the k values obtained from each of 
the above k iterations. Thus, this size is guaranteed to deliver a continuous 
presentation of the entire movie at the client site by employing k servers. 

To clarify how this ultimate critical size is deduced, initially, let us consider 
a scenario when there is only one server in the system, i.e., m. = L. In 
order to guarantee a continuous playback, the time to retrieve the remaining 
portion must be not greater than the entire playback duration of the portion 
when the playback is initiated. In other words, the following condition must 
be satisfied. 

m_ ^ TO - CSQ^O ^g j ^ 

Rp " bwo 

From the above condition, we can deduce cso,o as, 

{Rp - bwo)m 
cso,o > —^^-^ (8.2) 

rip 

Thus, when there is only one server we have cs = max{csofl} — csQfl. In 
this case, (8.2) gives the condition to choose the critical size that must be 
supplied initially so as to guarantee a continuous presentation. 

Now, when there are 2 servers, we have m = L/2. Similar to (8.2), for the 
first portion, we have, 

{Rp - bwa)m 
cso.i > -^ (o-3) 
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Further, in order for the playback not to race with transferring of data in the 
second portion, we must have, 

> ''"° (8.4) 
Hp bwi 

From (8.4), we derive, 

mbwo{Rp -'2bwi) 
csi.i > ~i (8.5) 

So, in order to meet the requirements in (8.3) and (8.5), the ultimate critical 
size is given by, 

cs = maxjcso.i, csi_i} (8.6) 

This rationale can be generalized for (i + 1) streams originating from a 
system comprising of (i + 1) servers as, 

mbwoiRj. — (j + l)bu)n) ,,^ , , 
csj,i> "^ '' ;^ '—^, 0 < j < i , 0 < i < i V - l (8.7 

Finally, from practical perspective, we have the ultimate critical size for 
(i + 1) streams as, 

cs = max{cso,i,csi^i,..., csi„i,i, csi^^, 5},S >0 (8.8) 

where parameter 5 is the minimum size that a video player needs to initiate a 
playback and this value depends on different players. Note that when com­
pared to the critical size obtained from (8.7), this parameter 5 has a different 
interpretation. Critical size is used to guarantee a continuous presentation 
and is determined by our retrieval strategy, while 5 is a codec and/or player-
related parameter that reflects the minimum amount of data required to start 
the playback. Without loss of generality, we use S = 0 throughout this 
chapter. Thus, as soon as the critical size of the first portion has been re­
trieved, we can start playing the movie safely and the rest of the movie can 
be retrieved while the playback is underway. Thus, in our ESP strategy, 
(8.7) and (8.8) can be directly used to determine the size of the portion to be 
retrieved initially before playback commences. Further, in the following, 
we shall discuss how to determine an optimal set of Movie Servers that can 
be used to retrieve the entire movie, by using our ESP strategy. 

8.2.2.2 Determining the optimal number of Movie Servers 

The ESP strategy works on the fundamental assumption that the size of the 
movie portions to be retrieved from each of the servers is approximately 
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equal. An immediate naive choice would be to use as many servers as pos­
sible to serve this request to minimize the access time of the client and to 
reduce the workload of every server. However, in some cases (the transmis­
sion rate(s) of one or more servers is(are) extremely slow), the access time 
does not always decrease when more servers are utilized. Hence, the prob­
lem now is to decide on an optimal number of servers to be used, satisfying 
the presentation continuity, using the transmission rate constraints and the 
playback rate constraints to minimize the access time. 

To solve this problem, initially, all available servers (the servers holding the 
requested movie) should be located and sorted in a list according to their 
transmission rates, between each server and the client, in a non-decreasing 
order The first portion of the movie will be retrieved from the first server 
from the list (the "fastest" server). Similarly, the second portion will be 
retrieved from the second server irom the list, and so on. After this list 
has been generated, an optimal set of servers and the ultimate critical size 
can be deduced by following the flowchart shown in Figure 8.2. Note that 
the complexity of determining an optimal set of servers is 0{N'^), where 
A'' is the number of available Movie Servers. To clarify how this ESP 
strategy works, without loss of generality, we now consider a scenario in 
which the requested movie is available at three Movie Servers, referred to 
as JI Nil, J IN 12 and JINI?,. We assume that the transmission rates of 
channels from the above servers to the client are 1.2Mbps, 0.675Mbps and 
0.45Mbps, respectively. The movie size L is assumed to be 900Mbits, and 
the playback rate at the client site Rp is 1.5Mbps. 

First, we sort the Movie Servers according to their transmission rates. In our 
example, the order is "JINII > JINI2 > JIN 13". Then, following the 
steps shown in Figure 8.2, the output (the optimal set of servers) is shown 
in Figure 8.3. As shown in the figure, there are altogether 3 loops. In the 
first loop, all the three servers are prospective candidates to participate in 
the retrieval process. Each of them is scheduled to cater a movie portion of 
SOOMbits. The critical size cso,2, csi_2 and cs2,2 are calculated using (8.7) 
and the maximum of these three values, CS2,2, is recorded. This recorded 
value represents the minimum amount of data that needs to be retrieved 
before the playback can begin in order to ensure a continuous presentation 
using all the servers. In the second loop, J IN 13 (the last server in the 
current list of servers) had been excluded from the current list, which means 
that there are only 2 servers left to serve the entire movie, and hence, the size 
of the portion retrieved from each of the servers is increased to 450Mbits. 
Similarly, the critical size cso,i and cs\^\ are calculated and the maximum of 
these values is recorded. Then, in the third loop, J IN 12 (the last server in 
the current list of servers) is purged. At this juncture, there is only J IN II 
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Select the lowest cs 
recorded and the 
corresponding set 

of servers 

Output of ESP strategy: 
The ultimate cs and the 
optimal set of servers 

Get the list of movie servers, sorted 
according to connection bandwidths 

in a non-decreasing order 

Yes 

Calculate portion size m using the 
number of servers still in the list 

Calculate and record the 
cs for the first portion 

Get Next Server in the list 

Yes 

Calculate the cs for this portion 
Overwrite the recorded cs of this 
loop (with the same number of 
servers) if this value is larger 

Purge the last 
server from the list 

Figure 8.2. Flowchart of the ESP strategy 

L00P1: 

JINIl serving 300Mb, critical size c.^^.^ = 75Mb 

JINI2 serving 300Mb, critical size c.*,; = 54Mb 

JINI3 serving 30DMb, critical size '̂'S? = 80Mb -«—Recorded 

LOOP 2; 

JINIl serving 450Mb, critical size t\v„̂  = 113Mb M—Recorded 

JINI2 serving 450Mb, critical size cs. = 80Mb 

LOOP 3: 

JINIl serving 900Mb, critical size Ci',, „ = 225Mb -•—Recorded 

Result: 

Loopl is selected, the final critical size CS is 80Mb 

JINIl,JIN12 and JINI3 serving 300Mb, respectively 

Figure 8.3. Typical output of the ESP strategy 
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left to calculate the critical size and this value, csQfi, is recorded. 

Thus, after the last loop, we have 3 recorded critical sizes, CS2,2, cso,i and 
csQfi. Each one represents the minimum size of the first movie portion 
that a client needs to retrieve before the playback of the movie, by utilizing 
the corresponding set of server(s) comprising {JINIl, JINI2, JINI'i}, 
{JINIl, J IN 12] and {JINIl}. In order to minimize the access time, 
the lowest value of these 3 sizes is chosen as the optimal critical size and 
the corresponding set of servers from which this value comes is chosen to 
supply the requested movie. In this example, the lowest value for the critical 
size, cs2,2, comes from the first loop, and hence, all three servers partici­
pate to serve the movie data. In case where there are two or more loops 
with identical minimum critical size values, the server set with a maximum 
number of servers is chosen, since more servers obviously imply smaller 
portions to be streamed from each server and hence, lead to minimization 
of the access/serving time. Further, more servers means that there are more 
backup servers to select in case of any unforeseen failures. 

So far we have presented the working style of the ESP strategy which em­
ploys multiple servers to provide a network based multimedia service. Fol­
lowing this strategy, we shall present the entire design of our JVoD software 
architecture. 

8.3. Design of the JVoD Software Architecture 

In this section, we shall present the design of our software architecture by 
considering the retrieval strategy which is addressed in the previous section. 
We shall describe the three components in our JVoD system: 

- Movie Server 

- Jini Agent 

- Client 

The functionality and implementation of the main modules of every com­
ponent will be described. Further, we shall also describe the working style 
of each component. 

8.3.1 Movie server : design and architecture 

The Movie Server in our system is both a Jini service and a Jini client of the 
Jini federation, because it supplies service to JVoD clients, while it utilizes 
the service provided by JLS. When a Movie Server starts up, upon success­
fully registering with the JLS, the server is immediately ready for requests 
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Lease renewal/ 
cancellation requests 

Export trailers Export service object 

Figure 8.4. Movie Server structure design showing various modules 

by activating its file streaming capabilities, utilizing socket-to-socket con­
nection. One noticeable aspect of a server's file streaming capability is that 
it does not pose any constraint on the formats of the streaming file. As 
long as the client is able to play the formats of movie, any format can be 
used within the JVoD system. However, due to the constraints imposed by 
current technology of Java Media Framework (JMF) employed within the 
client component, the actual implementation concentrates currently only on 
MPEG media. 

The Movie Server consists of several modules that interact with each other 
in a particular order, as shown in Figure 8.4. We shall now describe the 
functionalities of each of the modules. 

8.3.1.1 Discovery and Join module 

From Figure 8.4, we observe that there is an embedded Jini layer which 
has two modules: Dwcovery a«ii Joz« module and Zeai'wg module. These 
two modules are critical for the Movie Server to become a part of the Jini 
federation. When a Jini service is brought on-line, locations of the JLSs 
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Multicast Request 

Service Registrar 

Service Object 

Figure 8.5. Discovery and Join Message Sequence Chart 

are most likely unknown to the service, and hence, the service should find 
one JLS to register by using Discovery protocol. Jini defines two ways in 
which a Jini client can locate the JLS, using Multicast Discovery and Unicast 
Discovery [54]. In our design of the JVoD system, the former is adopted. 

When the Movie Server starts, it will multicast a "special packet" to the 
entire network (this multicast will become a broadcast if the initial multicast 
group of the Movie Server is empty). How far this packet will go, or its 
multicast radius, depends on the routers deployed on the network. As long 
as the JLSs reside within this radius, they will respond to this special packet 
and this is how the initial set of JLSs is discovered. However, it does 
not mean that the JLSs have to be launched before the server in order to 
make this discovery possible. In fact, the administrator is absolutely free to 
start another JLS any time as desired. When this occurs, the new JLS will 
multicast a special packet to announce its availability to the interested servers 
within the multicast radius and this is the mechanism by which Jini clients 
locate new JLSs that have been added to the Jini federation. The significant 
implication of this approach is that the multicast discovery facility makes 
the startup sequence no longer important and the Movie Server or the JLS 
can be started in any order. This is also the reason why we employ the 
Multicast Discovery protocol. Then, the JLS that received the multicast 
will pass a service registrar, dt. proxy to the JLS, to the server. This service 
registrar enables a Jini client to interact with the JLS. After that, the service 
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can register itself with this JLS by using theJo/w protocol. Then, a Service 
Object of the Movie Server is loaded into the JLS. The information about 
the Movie Server, such as server address, server port and titles of movies 
hosted on the server, can be obtained by invoking the methods inside the 
Service Object at the client site. Figure 8.5 shows the sequence of events 
occurring during a normal course of discovery and join process. 

8.3.1.2 Leasing module 

In a real-life distributed system, Jini components may fail at any time instant 
and the so far consumed resources by these failed components are locked. 
Further, there may be long delays encountered in waiting for a client to 
respond when the client had already timed out. This can potentially hap­
pen when service/response from a server takes a long time.To avoid these 
problems, some kind of relationship must be maintained between the server 
and the JLS and this is achieved by means of the Leasing module. When a 
service registers with the JLS, it receives a "lease" from the JLS. This lease 
represents the period of time after which the registration is considered void. 
The service must renew it before it expires, otherwise the JLS will assume 
that this service has expired and any resources associated with the lease will 
be freed at JLS. Basically, this is one of the ways in which a Jini federation 
achieves its self-healing robustness. Further, there is a trade-off between 
the duration of the lease and traffic generated due to the lease renewal pro­
cess. For instance, if the lease duration is too long, then the registered list 
of services that the JLS is holding is potentially far from being updated. 
But, at the other extreme, where the service is expected to renew the lease 
very frequently, the lease renewal procedure will manifest itself very much 
like a constant polling, which could in turn affect the network efficiency. 
Apparently, depending on different conditions of traffic on the network and 
requirements of the service, the service provider may vary the value of the 
lease time to strike an optimal performance. In our system, a lease duration 
of 5 minutes (which is also the default period) is considered appropriate. 

8.3.1.3 Remote mechanism module 

The remote mechanism module is actually a HTTP server included in the 
Jini Starter Kit (JSK). This module is used to transfer the Service Object 
between clients and Movie Servers, which passes through one Java Virtual 
Machine (JVM) in passive form and is finally activated (brought to life) in 
the client's JVM. The additional functionality that the HTTP server provides 
is the movie trailer streaming capability. In this JVoD system, every movie 
that is hosted on the Movie Server comes with a trailer as well, and this file is 
usually about BMByte in capacity. It is impractical to send it by means of the 
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multi-threaded streaming protocol that entails some pre-calculations which 
is more suited for large-sized files. On a dedicated LAN environment, this 
streaming of the trailer normally takes only a few seconds time (typically, 
5-6 seconds in our experiments, but it may not hold true in a large system) 
and thereby justifies this strategy. 

8.3.1.4 Streaming module 

The streaming module is built on top of the Jini layer to stream the movie data 
to clients. For each steaming thread created in this module mechanisms such 
as, handshaking, exception handling, garbage collection, etc, are carried out 
transparently. Further, this module is independent of any Jini specification. 
In other words, there is simply no communication between the Jini layer and 
this module anymore, This behavior appears to be slightly contradictory 
to the concept of robust Jini network, where automatic adaptation to the 
environment is expected. However, it is more appropriate to look at it in 
the following manner. As far as the streaming capability is concerned, the 
Movie Server is just a passive entity, as it never initiates any streaming by 
itself Therefore it does not require holding any external information about 
the network like, how many clients are there in the JVoD system?, is the 
client's request for a new movie or to resume a previous request?, etc. In 
the case of any abnormal shutdown or streaming interruption (e.g. when 
the Movie Server crashes), the socket facility at the client site will "throw" 
certain exceptions in response to such situations, and as long as the client 
is able to react accordingly, there are no potential problems. Notice that all 
these exceptions are not tied to Jini in any sense, since they are just some 
standard classes defined in the Java Development Kit. 

8.3.1.5 Logging module 

For any commercial server, the logging facility is always one of the standard 
tools provided and it could be extremely useful in the event of debugging 
service failures. In our design, a fairly generic logging module has been 
created which allows the Movie Server to take a snapshot of a set of data 
related to the service state and then periodically update it. 

This logging module does not merely capture the service state. In fact, 
the most significant function of this logging module is that it enables the 
service to recover the state of the data saved and recover its last saved state 
upon restart. This is similar to a roll-back service facility in the case of 
distributed transaction mechanisms [99]. In this way, the impact brought to 
the other entities of the network in the event of temporary service disruption 
is considerably minimized. In the actual implementation of this system. 
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the only information captured is the service ID. A service ID is a 128-bit 
long number generated in a pseudo-random manner that uniquely identifies 
a service from the other services. When a service first registers with a 
JLS, it requests a service ID from the JLS. In the future, whenever the 
service restarts or new JLSs are found, it reuses this service ID for every 
registration. Further, this ID is an important piece of data to the client 
to discern service differentiation. If a client is searching services of the 
same type from different JLSs, the client can determine whether the objects 
represent the same instance of the service by comparing the service IDs. 
In addition, the service ID provides a way for the client to ensure that it 
can resume the same service again when the service is resurrected. Finally, 
we emphasize that this module is generic enough to handle most of the 
situations and certainly does not confine itself to storing service ID solely. 

8.3.1.6 Database module 

This module is developed to record all the transactions in a persistent storage 
space for future tracing purposes. This is a module residing on top of the 
Jini layer and is therefore well insulated from the Jini environment. For 
every transaction, the client's name, IP address, transaction type, date, etc, 
are all saved in the database. At a first glance, it looks as if it is rather 
similar to the logging module described above. In a sense, both are saving 
some information about the Movie Server. However, the key difference is 
that they are located in different layers. The logging module is meant for 
storing Jini specific parameters and retrieval of the last saved state of the 
Movie Server, whereas this database module purely manages the history of 
every streaming transaction, through the use of SQL. 

Thus, we have described how a JVoD Movie Server in our system is designed 
and on the workings of various modules. 

8,3.2 Agent: design and architecture 

In the following, we shall consider the JVoD Agent design and describe var­
ious modules with respect to their functionalities. In the JVoD system, the 
Agent acts as a rule-base repository for the entire system, deciding on how 
the clients should behave in different situations. The rule-base is essentially 
a set of Java class files containing the necessary algorithms for the client. 
All these class files will be serialized to the client "on-demand", which is to 
say that a client will get these implementation classes whenever it makes a 
movie request. In other words, the rule-base logically resides on the Agent, 
but is executed on the client site. Depending on the network conditions and 
some other factors, these algorithms decide on how and which of the servers 
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to contact in order to retrieve the different portions of the requested movie. 

The Agent plays a crucial role in announcing a server failure. With the 
help from the Agent, the clients that are not actively contacting the server 
could be notified of the server failure even before the JLS notices this fail­
ure (due to lease mechanism). Other than performing the tasks above, the 
Agent plays the role of acting as a simple Authentication, Authorization, 
Accounting server. The JVoD system is intended to be a paid-service in the 
first place and therefore, some sort of identity confirmation is mandatory. 
The Agent authenticates any client who wants to join the JVoD system, then 
authorizes the eligible clients to negotiate with Movie Servers. After the 
transaction finished, the Agent updates the corresponding bill. This facility 
would help the service provider to manage the information of users. 

As far as the Jini framework is concerned, the Agent is yet another Jini 
component providing services to the Jini clients. As a result, the structural 
design of the Agent resembles that of a Movie Server to some extent, es­
pecially the design related to Jini environment, as reflected in Figure 8.6. 
From the figure, we observe that there are mainly two groups of modules 
within the Agent component, the serializable module and other modules. 
The serializable Agent module is the rule-base while other modules provide 
functionality to the Agent application. 

8.3.2.1 Discovery and Join module 

Fundamentally, compared to the one belonging to the Movie Server, the Jini 
layer at the Agent works in the similar way. 

8.3.2.2 Leasing module 

As expected, the Agent needs to renew the lease regularly, otherwise the JLS 
will simply remove it from its managed set of services. Other than receiving 
leases passively from the JLSs, the Agent is also responsible for allotting a 
lease to clients. The Agent makes use of leasing to keep track of whether 
the clients are still alive as it is important for the Agent to duly release the 
resource that have been allocated for those "unresponsive" clients. For this 
reason, a lease (10 minutes) has been considered in our system (one can set 
this timing depending on the current performance). The client must renew 
it before it expires, otherwise the Agent service will assume that this client 
is "lost". If this happens, the Agent will drop this failed client and stop 
tracking this client. 
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8.3.2.3 Remote mechanism module and Logging module 

The Agent has also a standard HTTP server employed, as the protocol to 
export the Service Objects works in the same manner as the Movie Server 
does. 

Also, the logging module works similarly to the logging module of the JVoD 
Movie Server. By storing the service ID of the Agent, this logging module 
enables the Agent to recover in the case of crashes. It must be realized 
that this module is generic enough to handle most of the adverse situations 
(Agent crash, link failure, etc) and certainly does not confine itself to storing 
service ID solely. 

8.3.2.4 Fault Tolerance: Server failure broadcast module 

Though it is a common belief that every component in a Jini infrastructure 
should be proactive in detecting failure conditions [54], it certainly does not 
have to be so at any time. In our design of the JVoD system, the Agent 
takes the responsibility of announcing failures of servers. The Agent uses 
the remote events mechanism to achieve this goal. Remote event is one 
of the Jini's APIs, which is referred to as the ability of one object to notify 
another object when some "event" has happened. The Agent does not create 
a remote event in any case, however, it stores and forwards such an event 
only when a client informs it to do so. The reason why the client can make 
sure that certain server is already down is because of the type oi Exception 
thrown while it tried to contact this server. The following example should 
illustrate how powerful this mechanism can be. 

Initially, let us suppose that there are m Movie Servers and n clients in our 
JVoD system. Suppose that one of the servers is abnormally terminated 
and there is no undergoing transaction between the clients and this server. 
When only the leasing mechanism is used, the JLS will not be able to know 
about this failure until the lease expires. As a result, the clients will not be 
aware of it too. The clients simply assume that all m servers are still alive. 
During this period of time, all requests of clients to this crashed server will 
fail. The scenario is totally different when the remote event mechanism is 
used together with the leasing. In this case, if one of the clients attempts 
to contact this failed server (obviously the client will not be served by this 
server), then this client will inform the Agent about the server failure by 
using the remote event. The Agent will broadcast the event of the server 
failure to the rest of the clients, who will then remove this server from their 
managed sets of servers. The sequence of events is shown in Figure 8.7. 
Effectively, the number of victims suffering from unnecessary connection 
has now been trimmed down to one. This is clearly a vast improvement, 
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compared to the performance of the model using the leasing mechanism 
alone. 

8.3.2.5 Database module 

The user database held by the Agent is meant for restricting system access 
to only registered clients and keeping the bills of all clients. Besides these, 
the interface presented by the Agent also defines some methods for the 
client to change his/her password, update his/her profile, etc. Corresponding 
SQL commands will be generated when these methods are invoked, and 
since Java Database Connectivity (JDBC) was employed as an interface for 
executing SQL statements, the need for a low-level abstraction layer which 
does the actual connecting/transactions with the data sources is completely 
eliminated. 

8.3.2.6 Serializable Agent module 

This module is the rule-base of the entire system. This rule-base will be 
transferred to the client when the client needs it. The rule-base consists of 
the following strategies: 

[A] Streaming strategy and Transmission Rate Testing strategy 

The Streaming strategy allows clients within the JVoD system to initiate 
socket-to-socket connections with the servers. By defining the arrangement 
of streaming fragmented multimedia data from the servers, the strategy in­
structs the client to open connections with all the selected servers and start 
retrieving movie portions. Mechanisms such as, handshaking, exception 
handling, garbage collection, etc, are carried out transparently. 
As the name suggests. Transmission Rate Testing strategy is used to approx­
imate the transmission rate of each server-client channel before the actual 
streaming of the movie to the client. The reason to introduce this strategy 
is that even though the server can inform the client the upper bound of the 
transmission rate that it can afford, the actually offered transmission rate 
often differs from the upper bound and this difference will certainly affect 
the retrieval strategy. This strategy can be treated as a lightweight Stream­
ing strategy as it has a similar algorithm to the Streaming strategy but the 
exception handling is somewhat simpler. In this prototypical implementa­
tion, we follow a simple testing procedure which basically averages out the 
transmission times after echoing several packets, using individual channel. 
Our strategy spawns daemon threads to set up socket-to-socket connections 
with the Movie Servers at the same time and start the transfer of dummy 
data, simulating the effect of streaming data from multiple servers. In order 
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to get a more accurate result, this process may be repeated several times 
as the service provider desires and the average time taken to receive these 
packets is measured. 

[B] Scheduling and Retrieval strategy 

In our current implementation, the ESP strategy is adopted to retrieve the 
requested movie and minimize the access time. 

[C] Emergency Server Generating strategy 

The Emergency Server Generating strategy is a supporting strategy for the 
Streaming strategy. The main design objective of this strategy is to decide 
which Movie Server a client should contact in order to resume the stream­
ing of an uncompleted movie portion that had been interrupted by errors. 
However, in the current implementation, the servers that the strategy can 
choose from are only limited to the servers provide by the ESP strategy, 
which means only servers selected by the ESP strategy can be allowed to 
participate in resuming operations. The logic for doing this is because that 
any server outside the server list generated by the ESP strategy would most 
probably slow down the performance of the streaming, since the ESP strat­
egy had already evaluate all the available servers within the JVoD system 
before the streaming. Usually, when this strategy is invoked, the playback 
of the movie would still be executing without any effect. 

[D] Buffer Management strategy 

The multiple media data streams coming from the Movie Servers will be 
stored in the buffers (including RAM and hard disk) at the client site. Mean­
while, the client's system requirement has always been considered as one of 
the most important concerns during the design and implementation of the 
system. The main reason for the concern lies in the fact that any successful 
commercial application should always assume minimum requirements at 
the client site for the service to be attractive. In order for this system to 
meet this requirement, the approach of memory releasing is employed in 
the Buffer Management strategy to reuse the resource. In this approach, 
the buffer occupied is either flushed as soon as it had been consumed or 
been retained for sometime after it had been consumed. The former case 
is typical of an application such as pay-per-view kind of movie service and 
the latter is essential to achieve a simple interactive movie viewing service. 

Having the rule-base stored in the Agent is actually very convenient, when it 
comes to upgrading. Depending on the current network and server loading 
conditions the service provider may vary the strategies inside this rule-base 
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and this variation is transparent to clients. For example, the service provider 
may vary the Buffer Management strategy for clients, thus exercising dif­
ferent levels of interactivity with the service systems. This may also be 
a measure of QoS and hence, the pricing of the users may be varied for 
different interactive requirements. Otherwise, suppose if the rule-base is to 
be located at the client side and some improvements are to be made to the 
strategies, then essentially every client will have to go through some kind of 
upgrading process. This could be really cumbersome when a large number 
of clients are making use of this service infrastructure. However now, the 
existence of the Agent simplifies the process remarkably. If any change is 
to be made to the strategies, the serializable Agent module is the only part 
that has to be modified. The client will still remain as what it has always 
been and is yet equipped with the new capability transparently. 

8.3.3 Client: design and arcliitecture 

In the following, we shall consider the design of the JVoD client and describe 
various modules with respect to their functionalities. In our JVoD system, it 
is noticeable that the JVoD client is a pure consumer which does not provide 
services in the Jini system. It is just a Jini application that consumes services 
available in the Jini system (the JLS, the Agent and Movie Servers, in this 
case). Further, all the intelligent parts of the client that are employed to 
fulfill the retrieval transaction will be transferred from the Agent (or in 
other words, they will be supplied by the Agent). This design requirement 
was intentional as, in general, resource expectations at a user side cannot 
be assumed by the Movie Servers. This in a way allows the scheme to be 
more attractive as any client satisfying the minimum requirements expected 
from the service provider, can also be a potential customer. As a result, 
the structural design of the client turns out to be quite straightforward, as 
shown in Figure 8.8. We shall now describe the functionalities of each of 
the modules. 

8.3.3.1 Discovery and lookup module 

The concept of multicasting discussed before also applies here. So long as 
the JLSs are within the multicast radius of the network, the client will be 
able to discover them. Unlike the Movie Server or the Agent, the client does 
not participate in the Join protocol, since it is a pure consumer and has no 
service to register with the JLS. 

Right after the discovery stage, the client finds the appropriate services 
by looking in the JLSs and organizes all the Service Objects into a map. 
The map consists of entries involving pairs of objects. Each entry has a 
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Service Object and an associated key object (service ID). In order to keep the 
most updated information about the services available inside this map, the 
Discovery protocol used so far is not enough. For instance, if a service that 
a client needs was started after the client, although the JLS is able to capture 
its existence, the client will not know about it (and hence could not show 
it in the map) because it only looks into the JLS only once. Apparently, a 
mechanism for the JLS to notify the client that a new service is now available 
is therefore required. This is where the remote event plays a crucial role 
in the design. The remote events that will be delivered to the clients relate 
to the changes in the registered services. Clients can then be informed if a 
new service has been added to the JLS or a service is being removed from 
the JLS. This is extremely significant, as the "bootstrapping" problem of a 
fixed starting sequence is completely eliminated. 

8.3.3.2 Leasing module and Remote mechanism module 

When a client registers for receiving remote events, either from the JLS or 
the Agent, it should renew the lease consistently. If the lease is cancelled 
or expired, the client will stop receiving events and release the resources 
associated with this lease. Then the serializable Agent module transferred 
from the Agent will become void to avoid further unnecessary traffic. Also, 
in order to ship the Service Objects, the standard HTTP server that is a part 
of JSK is employed in the Remote mechanism module. 

8.3.3.3 Player module 

Basically, the functionality of this module is to decompress the movie data 
so as to present the input streams in a viewable form. It does not decide 
where the input streams are fed in, nor does it have any control over when 
to start playing a movie, as all these commands are Agent driven. In our 
implementation we have used a JMF player capable of decoding MPEG 
streams, which is an expected application that a client must posses in order 
to avail this JVoD service facility. 

8.4. Implementation Test-bed and Discussions 

In this section, we describe the experiments we have conducted to justify 
the applicability of our JVoD architecture. Below we describe our expe­
rience with our first prototype of the JVoD architecture in terms of mea­
suring the exact access times, fault-tolerant ability, and impact of OS. The 
experiments are run with Pentium series dedicated PCs with Windows 98 
Operating System (OS) or Windows 2000 OS, on a fast switching Ethernet 
network platform. Three computers are configured exclusively to partici-
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pate as Movie Servers. One of the computers is configured to participate 
as a JVoD Agent. Finally, three computers in our system are configured to 
participate as clients. Each Movie Server, Agent and client has a 128MB 
RAM and a hard-disk of capacity 20GB. Each client is also a Pentium ma­
chine equipped with a JMF player (a built in player within the JVoD client). 
Each Movie Server is capable of storing 15 movies (typically of 110 minutes 
duration) together with the respective trailers for previewing. With all the 
description of our JVoD system in the earlier sections, it must be clear that 
the number of Movie Servers and clients can be arbitrary, however, only one 
Agent is allowed to exist in the current implementation of the JVoD system. 

In our JVoD system, once the JLS, the Movie Servers and the Agent are 
ready, the client application can be launched. After launching a similar in­
terface as shown in Figure 8.9 is displayed at the client site. From the status 
bar at the bottom of client interface, we can see that there are 3 servers and 
1 Agent in this running JVoD system. After the user logs on to the system, 
he/she can browse the information of the desired movie from the Movie-
Chooser and preview the trailer of a movie, as shown in Figure 8.10. The 
retrieval process begins when the user decides to "buy" the desired movie. 
The following events are triggered when the user chooses to buy the movie. 
Initially, the transmission rate test is conducted between all available Movie 
Servers and this client. Based on this information, ESP strategy determines 
the respective movie portions to be retrieved from the servers. The status of 
the retrieval process can be monitored from the interface of all participating 
Movie Servers, as shown in Figure 8.11. After downloading a critical size, 
as per (8.8) in our current implementation, the presentation will begin at the 
client site as shown in Figure 8.12. During the retrieval process, even 
when one or two servers crash, the lost portions can be retrieved from the 
backup server(s) and the presentation will not be interrupted. This mech­
anism is captured in the following experiment. In this experiment, at first, 
the client is scheduled to retrieve 3 independent portions from 3 different 
Movie Servers concurrently. During the retrieval process, we intentionally 
shutdown (to simulate a server crash) a Movie Server which is in the pro­
cess of streaming the movie portion to the client. After the client detected 
the crashing of the Movie Server, the Emergency Server Generating strat­
egy transferred from the Agent, selects a backup Movie Server from the 
remaining 2 Movie Servers to resume the retrieval of the lost portion. Thus, 
there are 2 Movie Servers to supply the movie file. While one Movie Server 
continues to render its original portion, the backup Movie Server renders 
its original portion and the lost portion, as indicated on the backup Movie 
Server's screen in Figure 8.13. In this experiment, it is of natural interest 
to determine the time it takes for this recovery mechanism to be in place 
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Figure 8.10. Choosing and previewing the movie trailer - screen shot of the client 
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Figure 8.J1. Retrieving the movie portions - screen shot of the Movie Server 
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Figure 8.12. Presentation at the client site - screen shot of the client 
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Figure 8.13. Retrieving the movie portions - screen shot of the backup Movie Server 
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in order to secure a continuous presentation. This experiment was repeated 
for 10 times and the average time it took the system to resume the trasfer of 
the lost portion was found to be 3.57 seconds. This clearly shows that the 
response time is significantly small to affect the presentation quality. 

An important metric in quantifying the performance is the access time. It 
may be noted that the access time depends on several parameters, such as 
the size of the movie file, transmission rate of the channel, server capacity or 
the response time of the servers, etc. In our experiments, since the network 
infrastructure is somewhat dedicated, the access time will be mainly mea­
sured with respect to the size of the movies and the transmission rate of the 
channel. We conducted the experiments with 6 MPEGl movies of different 
sizes and the upper bound of the transmission rate of the server-client chan­
nel was set to 1.5Mbps. To obtain an accurate result, we used the average 
access time over 15 trials for each movie. The results of the access time are 
shown in Figure 8.14. From the results obtained, the effects of movie size 
can be clearly observed. The access time increases when the movie size in-
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creases, as the computed critical sizes differ as per the lengths of the movies. 
We have also measured the average start-up delay of clients, defined as the 
average of the time from the time instant at which client application starts 
to the time instant at which it joins the P/oD system. This was measured to 
be 4.8 seconds, on average over the 15 trials in our experiments. 

Finally, we have also observed that the underlying OS at the client site in­
deed has an influence on the performance of the system distinctly. Under 
Windows 2000 OS, the access times seem generally longer than that under 
Windows 98 OS (In our experience, the access time under Windows 2000 is 
about 5 seconds longer than that under Windows 98 OS, on an average over 
20 trials). However, it should also be noted that under Windows 2000 OS, 
the CPU usage of the client application is relatively lighter. In our experi­
ments, when the client application is retrieving the movie, its average CPU 
usage was 10.32% under Windows 2000 OS and 31.20% under Windows 98 
OS, over 20 trails. This is because the JVoD system involves multitasking 
critical jobs and the two operating systems have different scheduling poli­
cies. Windows 2000 OS obviously behaves better than Windows 98 OS on 
multitasking in our experiments. 

8.5. Concluding Remarks 

In this chapter, we have carried out an extensive design and fiill-fledged 
implementation of the JVoD system, which is developed as a network based 
multimedia service employing the MSR technology introduced in Chapter 
2. This infrastructure is built on the latest Java based Jini technology, which 
consists of the JLS, the Agent, Movie Servers and clients. To demonstrate 
the feasibility of this architecture, we have proposed a simple retrieval strat­
egy that minimizes the access time and balances server load. Our prototype 
demonstrated that our architecture can achieve the goal to provide a highly 
fault-tolerant, distributed VoD service. Even amidst failure of servers, an 
uninterrupted service can be obtained through our fault-tolerant design. This 
clearly shows that our scheme is robust and has a load balancing capability. 

The prototype presented in this chapter is a first attempt in the domain of 
distributed VoD services. The design and implementation reported here can 
be further improved in several dimensions as discussed below. As a first 
immediate improvement, interactivity could be introduced. While the inter­
actions of Play/Stop, /Pause/Resume are provided in the current prototype, 
the modeling and implementation of other interactions, such as Fast For­
ward/Rewind, Fast Search/Reverse Search and Slow motion, are currently 
underway.Currently, as mentioned in the previous section, only one Agent 
is allowed to exist in our system. When the Agent is down, no transaction 
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is possible even though all the Movie Servers are available. To eliminate 
this limitation, having multiple Agents in the system is one reasonable ap­
proach. However, several new issues arise from this method. For example, 
should clients register with every Agent or with any single Agent?, How 
can Agents coordinate smoothly?, Should there be any coordination among 
the agents?, How can Agents update clients' information synchronously, 
if this is a requirement? All these issues are challenging to address in a 
multi-Agent environment. Another important issue is introducing existing 
techniques to the current system in order to improve the performance. For 
example, the pre-calculated critical size which is used in our ESP retrieval 
strategy is computed by taking into account the current network conditions. 
This size may no longer be valid if the network conditions change, for ex­
ample, the traffic in the network increases dramatically. Thus, either the 
future designs should be more adaptive to the changes of the network in 
order to support a continuous presentation at the client site, or a system with 
RSVP or Diff-Serv supporting should be developed to guarantee the QoS 
of the VoD system. Moreover, by employing techniques, such as batch­
ing, patching, and caching, in the JVoD system, the server resource will be 
saved considerably. Finally, in our current design, the placement of movie 
files is maintained manually. In a very large scale network system, an addi­
tional issue is in designing an automatic and efficient approach to replicate 
the popular movie files among servers and possibly place the moves as per 
the demands of the users at vantage sites. Efficient movie placement on 
the network is shown to minimize the access time in the literature. Also, 
this approach enhances the fault-tolerance of the JVoD. The contributions 
in this chapter clearly highlight the benefits and advantages of employing 
MSR strategies and serves as a basis for future research. 
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current push [67] mid pull-based [65] have been proposed. In a pull-based 
design shown in [65], the need for inter-server synchronization is completely 
eliminated and also by a careful design of admission control algorithm the 
loads across the serves are carefully balanced. There is also a third ap­
proach that incorporates proxy at the client site [66]. With this scheme, a 
proxy located at client machine is responsible for requesting and processing 
data, thus avoiding further network communications. For, striping tech­
niques see [66]. The work in [85] considers employing multiple servers 
to retrieve multimedia objects, but for a different objective. In this work, 
the authors design a scheduling scheme, referred to as an application layer 
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of servers and identifies the best server to retrieve an object. This scheme 
attempts to minimize the buffer space requirements at the client site. This 
can also be a part of the JINI implementation presented in this chapter as 
resource management module. 



Chapter 9 

FUTURE RESEARCH DIRECTIONS 

Network based multimedia service rendering has posed several challenges 
to network and application programmers. Our direct experience in imple­
mentation of MSR technology presented in Chapter 8 elicits several design 
challenges. For this technology to mature and become commonplace among 
service providers, several issues need immediate attention. In the following 
paragraphs we discuss them in the context of developing MSR solutions and 
beyond. 

Our discussion on Chapter 5 and 6, particularly the results of Chapter 6 
cautions implementation specialists on certain key issues. The results of 
this chapter in fact account for some networking issues too, to some extent. 
With the Internet becoming a mainstream entertainment venue, handling a 
large client population becomes more challenging. The dynamic adaptation 
schemes discussed and the associated simulations show potential for MSR 
solutions. The preference of single or multi-installment based scheduling 
could be based on parameters other that the client access time which has 
dominated our discussions, as schedule calculation costs favor significantly 
the latter approach. Such decisions could be delegated to an admission con­
troller at the server side. The important thing is that despite lack of detailed 
knowledge for packet-losses our SIMP or MISP schedules allow for adapta­
tion to unexpected events via the relaxation parameter c. These techniques 
coupled with the channel-based partitioning discussed in Chapter 3, pose to 
efficiently handle multiple client scenarios. The extent to which the client 
population can be allowed to grow can be captured using similar deriva­
tions as in Section 1.2.3 for an exact physical model of the system. Thus, 
a combined influence of parameters such as, client population/arrival rate, 
overheads at the admission controller, media disk access delays (captured as 
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seek delays), channel or data partitioning schedule generation, estimates of 
the relaxation parameter or some model of the network behavior, can lead to 
an ultimate performance quantification. This sequence of systematic com­
putations will give more exact estimates of the overall performance one can 
expect, although going at such lengths may seem extreme given that it is 
clearly the case (at least the moment of this writing) that the network is the 
limiting factor. 

Another immediate point worth noting is the means by which media distribu­
tion is carried out. Although single and multi-installment policies were pro­
posed and shown to have a severe impact in determining the ultimate access 
times, implementing such strategies would pose a considerable challenge. 
Our experience on the Jini platform shows that in a dedicated environment, 
certain computations become somewhat redundant. For instance, network 
adaptability becomes easier and obviously the ultimate load fractions after 
speed-tests will recommend equal partitioning scheme, as the bandwidth 
is somewhat even. The only factor that could perturb (that too only to a 
certain extent) is when interactivity starts and overheads soon take control 
and dominate the cost! While server failures are not uncommon in real net­
works, unexpected server crashes can be easily taken care of with software 
control as demonstrated in Chapter 8. However, more performance sensitive 
events may be triggered when links start to fail, as transmission interruption 
and data loss occur. This phenomenon, although it is profusely analyzed 
in Chapters 5 and 6, a practical set-up demands explicit control to be exer­
cised to recover the losses, if possible, and to re-initiate the transmission. 
Remember this re-initiation of events must prevent the clients from data 
starving. This especially becomes crucial when a link loss happens during 
an interactive session of a user. Fault-tolerance is an extremely imperative 
issue to be considered at the first place while designing such MSR based 
technologies. Emphasis of Chapters 5, 6 and 7 center around this goal. Of 
course, these chapters do not consider failures for all possible scenarios. In 
Chapter 7, we present both the deterministic and probabilistic approaches 
for data recovery amidst losses, however, exact control and signaling over­
heads in realizing such policies were never accounted. 

In order for VoD to become a viable alternative to DVD rentals or mail 
deliveries (cost per GB for these, is still way lower than anything current 
network technology can offer) it must offer a user experience at least on 
par with what these methods can offer. The key word here is interactivity, 
i.e. the capability of the user to non-linearly and at-will access any of the 
requested content. The problem with MSR is that interactivity is a much 
more challenging capability to offer, compared to single server approaches, 
as one has to possible reschedule and reassign multiple streams. Although 
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buffering techniques have been proposed in the Hterature these techniques 
may not be directly applicable for a MSR setting. The problem is two­
fold. Even before buffer estimation or reservation can be made for rewind 
&/fast-forward operations, media portions have to be identified with respect 
to each server. This is because media portions from each server are indepen­
dent and "server-switching " must be carried out seamlessly to circumvent 
any "hiccups" during presentation. Thus special "look-ahead" policies may 
be built-in (implementation issue) to avoid data starvation as well as for 
quick re-fetching in case the same server needs to be contacted. Thus user 
interactivity does impose severe work pressure on the system as it either 
speeds-up or slows-down the rate of the entire retrieval & display process. 

Server activity can be sped-up to a certain extend by using concurrency 
and/or parallelism. The problem with MSR architectures is the mainte­
nance of accurate system state information at all participating servers. Op­
timum resource allocation and access control require the existence of glob­
ally available, accurate client information. The cost of maintaining such 
exact information usually outweighs the benefits given that clients may join 
and leave (Markovian birth-death process) at any time! There are mul­
tiple server architectures that are currently in place and these are almost 
exclusively on small-scale networks and their predominant purpose is to 
provide an increased throughput. These, by and large, fall under the name 
of "parallel-server architectures" in the literature. These architectures pro­
vide high-bandwidth for multimedia applications by cleverly partitioning 
and replicating the data across multiple servers in terms of storage. These 
kinds of architectures (e.g. SANs) have been discussed in Chapter 1. Thus 
data organization and fetching is what has been the primary focus on these 
parallel-server architectures, while there are several inter-dependent as well 
as independent issues (in the domain of networking and data storage) to be 
dealt with our MSR technology. 

It will be certainly interesting to probe further into implementation issues 
to realize a full-fledged working prototype with complete user interactivity. 
MSR technology can encompass technologies that use agent-driven solu­
tions. A multi-agent scenario would be a very good solution for tasks such 
as fault-tolerance, inter-server communications, monitoring client activi­
ties, monitoring the loading of the network, etc, to quote a few. Presence 
of software agents enables collaborative and co-operative strategies to be in 
place thus easing the whole implementation process. With agents, admis­
sion control can have several inputs such as, network traffic information, 
client's current status, client's request patterns, interactivity pattern of the 
clients, etc. These naturally serve as value-added inputs to the schedulers 
running at the servers and aids efficient decision making. 
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Although MSR technology has proven to have complete flexibility, adapt­
ability, guaranteeing minimum access times, fault-tolerance, a distributed 
approach is currently not in place. The contents of Chapter 3 come close to 
a distributed approach in realizing MSR technology. The design of a TGS 
scheduler can be tuned to work in a distributed fashion with additional pro­
cessing and communication (message passing among servers) overheads, 
however this approach demands frequent status information to be availed 
at the servers. With distributed policies, there needs not be any central­
ized controllers and fault-tolerance at scheduling and managing resources 
become somewhat easy with above frequent status information support. A 
distributed approach can have movie replication and movie migration poli­
cies (transparently to the users) to optimize the access time and to maximize 
movie availability across networks. Popularity profile based approaches 
which are well-studied in multimedia literature can be attempted on such 
applications. Our Jini implementation in Chapter 8 allows easy migration 
to a distributed scheduling approach. 

While MSR is the answer to many of the problems stemming from an 
under-delivering (in view of demand and not of technology) networking 
environment, we believe that a successful MSR system should incorporate 
a number of key technologies that have been developed under the single 
server paradigm. Multicasting is certainly one of these key technologies 
especially for live content (e.g. sports, news, etc.). Scalable video is the 
other key technology that has to be considered. Multiple layers do not of­
fer only a way for quality adaptation, but also open a slew of possibilities 
on how a MSR system can offer content. Thus, one can envision a hybrid 
system that while based on MSR backbone, brings to the table the best of 
what technology has to offer. 

Finally, the advantages of MSR must be weighed against the cost that a 
customer is expected to spend in hiring such networked services. Presently, 
the main sources of expense are the consumed server bandwidth (fraction 
of the time server is kept engaged in serving a particular client'), channel 
usage^, and cost of renting a movie^ While interactivity is allowed, on net­
worked systems, there exist a maximum duration for which a movie is made 
available to a user. This parameter can also be priced, depending on the 
popularity of the movie and frequency of the availing the service by a user. 

' This Ccin also be based on service providers infrastructure on server deployment. 
^For broadband/modem-based line subscribers, usually this will not accounted per request 
^ An amortized cost is usually recommended to service providers to minimize per~user cost of a movie, as 
the demand profile can be tracked. 
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In all, MSR technology shows very promising trends in realizing a full-
fledged and complete workable system for deploying entertainment mul­
timedia services over networks. Key research issues and the infliuence of 
certain vital parameters has been thoroughly studied in this book. MSR 
technology is completely technology driven, in the sense that most of the 
available technologies in the domains of networking and storage have to be 
carefully considered for a seamless integration. MSR demands additional 
support from other domains such as agent based approaches and collab­
orative &/co-operative strategies as exemplified above. As such, current 
research endeavors are more towards realizing an integrated approach for 
delivering a working, functional system, while the algorithmic challenges 
in designing a truly distributed operational scheme are yet to be ventured. 
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GLOSSARY 

Access Time The time between the instant a client is making a request 
and the beginning of the playbaclc 

B-frame Bidirectional predictive frame 

Buffering A popular technique for streaming video data, whereas a cer­
tain portion of the data has to be stored at the chent before a playbacli 
can be attempted. The buffer is used to smooth out the network speed 
irregularities. 

CBR Constant-Bit-Rate 

DCT Discrete Cosine Transform 

FEC Forward Error Correction 

Frame A digital image. Usually part of a sequence in a movie. 

GOP Group of Pictures 

I-frame Intra-coded frame 

ISP Internet Service Provider 

Initiation Latency See Access Time 

JLS Jini Lookup Service 

Jini A pseudo-acronym: Jini Is Not Initials. It refers to a Java technology 
for the construction of distributed systems. 

MAN Metropolitan Area Network 

MISP Multiple Installments Single Part 

MSR Multiple Server Retrieval 

MTBF Mean Time Between Failures 

MTTF Mean Time To Failure 

MTTR Mean Time To Recovery 

MoD Movie on Demand 

Multicasting A communication technique involving a single data stream, 
from a single source to multiple recipients. 

NACK Negative ACK (acknowledgment) 

P-frame Predicted frame 

P2P Peer to Peer 
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PAR Play-After-Retrieval 

PWR Play-While-Retrieve 

QoS Quality of Service 

RAID Redundant Array of Inexpensive Disks 

RTT Round-Trip-Time 

SAN Storage Area Network 

SIMP Single Installment Multiple Parts 

SNR Signal-to-Noise-Ratio 

SP Service Provider 

SSRS Single Server Retrieval Strategy 

Scalable video A technique that splits the video data into multiple streams. 

Strand An immutable, sequence of continuously recorded audio samples 
or video frames. 

TGS Task Generation & Scheduling 

VBR Variable-Bit-Rate 

VoD Video on Demand 

WAN Wide Area Network 




